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This paper derives an expression for obtaining aggregate (interzonal) travel forecasts given a probit disaggregate demand model and zonal averages and intrazonal variances of the independent variables. It also derives expressions for the biases in aggregate model calibrations resulting from zonal homogeneity assumptions in the variables. The conditions under which these biases are important are discussed. Expressions are also determined for obtaining consistent, unbiased estimates for both aggregate and disaggregate models that take into account nonhomogeneous zones and practical data limitations.

FORECASTS of aggregate travel demand between zones, determined as a function of policy instruments, are a basic input to the transportation planning process. Traditionally, these forecasts have been based on models of aggregate interzonal flows, calibrated by using zonal average trip attributes and socioeconomic characteristics. Interzonal travel demand is, tautologically, the result of aggregating individual travel decisions for the zonal population. Traditional aggregate models do not attempt to make this connection. By contrast, the recent travel demand literature has emphasized the individual decision-making unit and the behavioral foundations of travel demand (1, 5, 4, 9).

Aggregate and disaggregate travel demand models are sometimes viewed by transportation planners as mutually exclusive or competitive approaches to the forecasting problem. We shall argue that, to the contrary, they are complimentary. (A good analogy can be made between the problem of modeling travel demand and the physical theory of a perfect gas. The observable macroproperties of a gas, such as pressure and temperature, are linked by empirical laws such as Boyle's law; however, the behavior of individual gas molecules is described by the kinetic theory of gases. If the gas is in equilibrium, then Boyle's law predicts macrobehavior accurately, and it is unnecessary to consider the molecular structure of the gas. However, the empirical laws fail for gases in disequilibrium, and it is necessary to turn to the molecular theory. This requires the further step of describing the distribution of molecular behavior to obtain the desired macroaverages; this is provided by Maxwell statistics. Equilibrium in the analogy to travel demand is identified with the concept of an identical choice environment for all individuals in a zone. Aggregate demand models, like the empirical gas laws, should forecast accurately under this homogeneity condition but cannot be expected to succeed when zones are heterogeneous. Disaggregated behavioral models, therefore, should have the properties of implying the aggregate models under the homogeneity conditions and of forecasting correctly under heterogeneity conditions. The specification of the distribution of individual behavior in the population (as with Maxwell statistics applied to gases in disequilibrium) will play a critical role in the disaggregate travel demand model.) The disaggregate models provide a theoretical foundation for the aggregate models and provide conditions under which the aggregate models will give valid forecasts. The aggregate models may provide the most convenient means of forecasting when zonal homogeneity conditions are met.

This paper demonstrates that the aggregate and disaggregate models have a common foundation and that it may be possible to use a synthesis of the models to facilitate calibration and improve forecasting accuracy. The following questions are answered:
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DISAGGREGATED BEHAVIORAL MODELS

The axioms of disaggregated behavioral demand modeling are that individuals represent the basic decision-making will and that each individual will choose one alternative among those available that he or she finds most desirable or useful. This depends on the attributes of the alternative and the socioeconomic characteristics of the individual. For simplicity, we will develop this model and the results only for the classical problem of modal split for a work trip. The substance of our conclusions continues to hold for more complex aspects of travel behavior. The full power and generality of the disaggregated approach become apparent primarily in forecasting complex demand systems.

Suppose an urban area is partitioned into zones, indexed by \( k = 1, \ldots, K \) and \( j = 1, \ldots, J \) and let \( N_k \) denote the set of individuals commuting from zone \( k \) to zone \( j \). Each individual is assumed to face a binary modal choice, and a and b are the modes. Now, consider a specific individual \( k \) having a vector of socioeconomic characteristics \( s^{(k)} \) and \( x^{(k)} \) for the two modes. According to the behavioral model, the individual will have a utility function of \( u = U(x^{(k)}, s^{(k)}) \), which summarizes the desirability of a mode with attributes \( x \), and will choose the alternative that gives the higher utility; i.e., mode a will be chosen if \( U(x^{(k)}, s^{(k)}) > U(x^{(k)}, s^{(k)}) \). Not all attributes of alternatives and socioeconomic characteristics determining tastes can be measured. Consequently, the utility function of an individual drawn randomly from the population can be thought of as containing a random component reflecting his or her unmeasured idiosyncrasies in tastes. We therefore write the utility function in the form

\[
U(x^{(k)}, s^{(k)}) = V(x^{(k)}, s^{(k)}) + \epsilon^{(k)}(x^{(k)}, s^{(k)})
\]

where \( V(x^{(k)}, s^{(k)}) \) is the common to all members of the population and can be interpreted as the representative utility, and \( \epsilon^{(k)}(x^{(k)}, s^{(k)}) \) is the random component.

The unmeasured term on the left side of Eq. 2 has a statistical distribution in the population and a cumulative distribution function \( G \). Consider an individual drawn randomly from the subpopulation who has socioeconomic characteristics \( s^{(k)} \) and who faces alternative trip attributes vectors \( x^{(k)} \) and \( x^{(k)} \). The probability that this individual will choose mode a is given by

\[
P = \text{Prob}(V(x^{(k)}, s^{(k)}) + \epsilon^{(k)}(x^{(k)}, s^{(k)}) > V(x^{(k)}, s^{(k)}) + \epsilon^{(k)}(x^{(k)}, s^{(k)})) = G[V(x^{(k)}, s^{(k)}) - V(x^{(k)}, s^{(k)})]
\]

The methodology of disaggregate behavioral demand analysis is to specify parametric functional forms for the representative utility function \( V \) and the distribution function \( G \). In general, the parameters of the distribution function \( G \) will be functions of the measured trip attributes and socioeconomic characteristics of the subpopulation. We suppress these arguments and earlier assume \( G \) to be independent of these variables. This is a strong restriction which is inconsistent with some descriptions of the structure of taste variation in the population. For example, the disaggregated behavioral model of Quandt (8) is incompatible with this restriction. A more complete discussion of this specification is given in Wennmuth and Mazerinks (4). Observed choices from a sample are treated as drawings from binomial distributions, and the probabilities are given in Eq. 3. Statistical methods such as the maximum likelihood procedure are used to calibrate the unknown parameters. Following this procedure, we wish to specify that the representative utility function be linear in unknown parameters, and the form is

\[
V(x^{(k)}, s^{(k)}) = \sum_{l=1}^{L} \beta_l Z_l(x^{(k)}, s^{(k)})
\]

where the \( Z_l(x^{(k)}, s^{(k)}) \) are numerical functions. [Numerical functions \( Z \) can be simple or complex functions of the trip attributes and socioeconomic characteristics. For example, \( Z_1 \) may be a trip attribute such as trip cost or on-vehicle time or a transformation such as the logarithm or square of one of these variables. It may be a dummy variable that is one for mode a and zero for mode b, which corresponds to a pure mode preference effect. It may involve interactions of trip attributes and socioeconomic variables such as trip cost divided by trip time, trip cost divided by wage, or trip walking time times an index of physical health. It may involve interactions of trip attributes or socioeconomic variables with mode dummy variables, for example, a variable that is one for on-vehicle time for a and zero for mode b. Because the utility comparison involves only differences of the \( Z \) variables, choice will be influenced only by factors that vary between modes. This means a pure socioeconomic characteristic such as income, unless interacted with a pure mode preference dummy, will not influence tastes and would not be included as a \( Z \) variable. However, it should be noted that an arbitrary smooth utility function \( V(x^{(k)}, s^{(k)}) \) can be approximated as closely as desired by the form in Eq. 3. An important class of models will be those in which no pure mode effects appear either singly or in interaction with other variables. These generic models can be used to forecast new mode demand.

Defining \( z_1 = \beta_1(x^{(k)}, s^{(k)}) - \beta_2(x^{(k)}, s^{(k)}) \) and \( z_2 = \beta_1(x^{(k)}, s^{(k)}) - \beta_2(x^{(k)}, s^{(k)}) \) and letting \( \beta \) denote the column vector of unknown parameters, we rewrite Eq. 3 as

\[
P = G(\beta^T z^{(k)})
\]

Equation 5, derived from the behavioral model, has a simple conventional interpretation. Vector \( z^{(k)} \) measures the differential attributes of the two modes, which are weighted to account for the effect of measured socioeconomic differences. For example, \( z_1 \) might be the cost of mode a less the cost of mode b, and \( z_2 \) the on-vehicle time of mode a less the on-vehicle time of mode b, which is multiplied by the individual's after-tax wage. The coefficient vector \( \beta \) weights the components of \( z^{(k)} \) into a single measure \( \beta^T z^{(k)} \) of the differential impedance of the two modes, and \( G \) represents the response curve that gives the proportion of individuals choosing mode a at each level of relative impedance. To simplify further analysis, we will assume that the distribution function \( G \) is standard normal. This condition allows us to obtain simple closed formulas but is not critical for our general conclusions. If \( \Phi \) denotes the cumulative standard normal distribution, Eq. 5 has a final form.
that determines the probability of the choice of mode a by an individual drawn randomly from the subpopulation of individuals facing a vector \( z' \) of differential attributes of the two modes. This form in statistics and transportation demand analysis is known as the probit model.

**Aggregate Modal Splits from Disaggregated Models**

Suppose that the disaggregated behavioral model in Eq. 6 is a correct specification of the distribution of individual modal choices in the population and that the parameter vector \( \beta \) has been calibrated accurately in a statistical study. We now wish to determine the aggregate modal split between zones i and j. The formula for this aggregate is straightforward. Recall that \( N_{ij} \) is the set of individuals k traveling from i to j and let \( n_{ij} \) be the number of individuals in this set. Because \( b_{ik}^{*} = \Phi(b_{ij}^{*}z) \) is our best prediction that an individual with a measured choice environment described by \( z \) will choose mode a, the best prediction for the aggregate of individuals making the trip is

\[
P_{ij} = \frac{1}{n_{ij}} \sum_{k \in N_{ij}} \Phi(b_{ij}^{*}z)
\]

Equation 7 is just the expectation of the response probability of the empirical distribution of the vector of the independent variables \( z \). When \( n_{ij} \) is large, this formula is closely approximated by the expectation of the response probability of the underlying distribution of the independent variables. We assume that the distribution of \( z \) for individuals in \( N_{ij} \) is normal; the mean is \( \bar{z} \) and the covariance matrix is \( A' \). (This is a plausible large sample approximation even when the individual observations are clearly nonnormal, e.g., discrete. It should be noted that some of the conclusions, e.g., the result concerning the consistency of disaggregate models calibrated from zonal averages, depend critically on the symmetry of this distribution and would change substantially if the distribution were skewed.) Then, the differential impedance \( y = \beta'z \) is distributed normally with mean \( \beta'\bar{z} \) and variance \( \sigma_{i}^{2} = \beta'A' \beta \). Therefore, the expectation of the response probability is

\[
P_{ij} = \int_{-\infty}^{\infty} \Phi(y - \beta'\bar{z}) \frac{1}{\sigma_{ij}} \left( y - \beta'\bar{z} \right) dy
\]

Equation 8 can be simplified further by using the convolution properties of normal distributions. In general, if \( W_{1} \) and \( W_{2} \) are independent normal random variables with mean \( u_{1} \) and variance \( \sigma_{i}^{2} \) for \( i = 1, 2 \), one has \( W_{1} - W_{2} \) distributed normally with mean \( u_{1} - u_{2} \) and variance \( \sigma_{i}^{2} + \sigma_{j}^{2} \), and this implies

\[
\text{Prob}(W_{1} - W_{2} \leq w) = \Phi\left( \frac{w - u_{1} + u_{2}}{\sqrt{\sigma_{1}^{2} + \sigma_{2}^{2}}} \right) = \int_{-\infty}^{\infty} \Phi\left( \frac{w + y - u_{1}}{\sigma_{1}} \right) \frac{1}{\sigma_{1}} \Phi\left( \frac{y - u_{2}}{\sigma_{2}} \right) dy
\]

Setting \( w = -u_{1} = 0, \sigma_{1} = 1, \sigma_{2} = \sigma_{ij}, \text{ and } \mu_{1} = \beta'\bar{z} \), Eq. 9 implies a final form for the aggregate modal split between zones i and j:

\[
P_{ij} \approx \Phi\left( \frac{\beta'\bar{z}}{\sqrt{1 + \sigma_{ij}^{2}}} \right)
\]

Equation 10 can also be obtained directly by returning to the condition given in Eq. 2 for an individual to choose mode a. Given that \( V(a^{*}, a^{*}) - V(a^{*}, a^{*}) = \beta'z^{*} \), this condition becomes

\[
\epsilon'z^{*} + \epsilon'z^{*} - \beta'z^{*} = 0
\]

The first two terms in Eq. 11 taken together are assumed to have a standard normal distribution, and \( \beta'z^{*} \) is assumed to be normal with mean \( \beta'\bar{z}^{2} \) and variance \( \sigma_{ij}^{2} \). Therefore, the left side of Eq. 11 is normal with mean \( \beta'\bar{z}^{2} \) and variance \( 1 + \sigma_{ij}^{2} \). This implies that the probability of the event in Eq. 11 is given by Eq. 10.

By comparing Eqs. 10 and 8 for the individual response probability, one sees that the components of differential impedance have the same relative weights, given by the component of \( \beta \), but that the effect of the mean differential impedance for the zones is attenuated by the factor \( \sqrt{1 + \sigma_{ij}^{2}} \), which reflects the degree of heterogeneity of the variables facing the individuals in the zone. If the zones are homogeneous, so that each individual has the same socioeconomic characteristics and faces the same trip attributes yielding \( \sigma_{ij}^{2} = \beta'A' \beta = 0 \), then the aggregate and disaggregate models coincide. This conclusion provides a condition under which the disaggregated model can be calibrated directly from interzonal data.

Equation 10 provides a method of forecasting interzonal modal splits from a knowledge of the zonal average \( \bar{z}^{2} \) of the variables entering differential impedance and of the interzonal covariances \( A' \) of these variables. It is important to note that one does not require a sample of individuals going from i to j or observations on individual data points, although an alternative approach to computing the aggregate flows is to use Eq. 7 directly for a random sample from the population. The zonal means \( \bar{z}^{2} \) are often available from transportation surveys; the covariances \( A' \) are usually not reported but could be constructed from the underlying data. The effect of a policy change can be forecast from Eq. 10, provided the effect of the policy on \( \bar{z}^{2} \) and \( A' \) can be determined. The most straightforward case is a policy change that has a homogeneous impact on the zone, as for example a $0.05 increase in the basic transit fare. This changes the cost component of \( \bar{z}^{2} \) but leaves \( A' \) unchanged. A more complex example would be an increase in parking charges given that zones are heterogeneous with respect to the availability of free parking to different individuals. This increase would change the corresponding component of \( \bar{z}^{2} \) but would also spread the distribution of parking charges more widely, which would increase the variance of this component in \( A' \) and possibly also change the covariance of this component and other variables. Specifying the precise effect of a policy change on \( A' \) may be challenging; various approximations may become necessary, including the extreme approximation implicit in conventional aggregate models that \( A' \) is always zero and is therefore unchanged by policy. The error introduced by this last approximation may be substantial.

An empirical example shows the order of magnitude of the factor \( \sqrt{1 + \sigma_{ij}^{2}} \) in Eq. 10. We consider an automobile-bus modal-split model calibrated on 100 individual workers in the San Francisco Bay area (\( \beta \) model). This model (7) has one pure socioeconomic variable (income), one pure transportation variable (cost difference), and four mixed covariances defined by the after tax wage times the time difference for on vehicle, wait, initial wait, and transfer wait times. Table 1 gives means and standard errors of the
Table 1. Overall means and standard errors for population sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean</th>
<th>Standard Error</th>
<th>Proportion Coefficient</th>
<th>Normalized Standard Error of Intra-Area Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Family income, $10,000/year</td>
<td>8,470</td>
<td>3,233</td>
<td>0.000000</td>
<td>1.40</td>
</tr>
<tr>
<td>2</td>
<td>Out-of-town visit per round trip, cents</td>
<td>0.88</td>
<td>1.07</td>
<td>0.000000</td>
<td>6.03</td>
</tr>
<tr>
<td>3</td>
<td>On-vehicle time, one way + set wage, $/hour</td>
<td>51.7</td>
<td>60.0</td>
<td>-0.000014</td>
<td>1.40</td>
</tr>
<tr>
<td>4</td>
<td>Walk time + set wage, $/hour</td>
<td>-60.2</td>
<td>64.6</td>
<td>-0.000005</td>
<td>5.39</td>
</tr>
<tr>
<td>5</td>
<td>Initial worktime + set wage, $/hour</td>
<td>-77.4</td>
<td>73.2</td>
<td>-0.000020</td>
<td>1.39</td>
</tr>
<tr>
<td>6</td>
<td>Transfer + walktime + set wage, $/hour</td>
<td>-29.9</td>
<td>43.1</td>
<td>-0.000016</td>
<td>0.92</td>
</tr>
<tr>
<td>7</td>
<td>Automobile dummy</td>
<td>1</td>
<td>-</td>
<td>0.000000</td>
<td>-</td>
</tr>
</tbody>
</table>

*For automobile and bus trips.*

Table 2. Total correlation matrix.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.234</td>
<td>-0.207</td>
<td>-0.372</td>
<td>-0.203</td>
<td>-0.27</td>
</tr>
<tr>
<td>2</td>
<td>0.234</td>
<td>1</td>
<td>0.196</td>
<td>0.204</td>
<td>0.196</td>
<td>0.149</td>
</tr>
<tr>
<td>3</td>
<td>-0.207</td>
<td>0.196</td>
<td>1</td>
<td>0.0913</td>
<td>0.0319</td>
<td>0.0375</td>
</tr>
<tr>
<td>4</td>
<td>-0.372</td>
<td>-0.204</td>
<td>0.0913</td>
<td>1</td>
<td>0.0768</td>
<td>0.0937</td>
</tr>
<tr>
<td>5</td>
<td>-0.203</td>
<td>0.196</td>
<td>0.0319</td>
<td>0.0768</td>
<td>1</td>
<td>0.042</td>
</tr>
<tr>
<td>6</td>
<td>-0.27</td>
<td>-0.203</td>
<td>0.0913</td>
<td>0.0937</td>
<td>0.042</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Average intrazonal covariance matrix as proportion of total covariance matrix for population sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.91</td>
<td>-0.333</td>
<td>2.35</td>
<td>0.934</td>
<td>1.19</td>
<td>0.464</td>
</tr>
<tr>
<td>2</td>
<td>-0.333</td>
<td>0.130</td>
<td>0.186</td>
<td>-0.173</td>
<td>-0.14</td>
<td>-0.223</td>
</tr>
<tr>
<td>3</td>
<td>2.35</td>
<td>0.186</td>
<td>0.623</td>
<td>1.07</td>
<td>0.568</td>
<td>0.191</td>
</tr>
<tr>
<td>4</td>
<td>0.934</td>
<td>-0.173</td>
<td>1.07</td>
<td>0.688</td>
<td>0.756</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.19</td>
<td>-0.14</td>
<td>0.568</td>
<td>0.688</td>
<td>0.325</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.464</td>
<td>-0.223</td>
<td>0.191</td>
<td>0.756</td>
<td>0.325</td>
<td>0.28</td>
</tr>
</tbody>
</table>

variables and their probit coefficients ϑ. Table 2 gives the overall correlation matrix of these variables. Using the MTC 402 zone network for the San Francisco Bay area, we generated the sample into zones. Assuming a common intrazonal covariance matrix $A = A_{ij}$, we obtained the estimate of $A$ (expressed as a proportion of the overall covariance matrix), which is given in Table 3. We note that 91 percent of income variation is intrazonal. The percentage is only 13.6 for cost difference variation but is as high as 65 for one of the variables for mixed-wage zones cost. For this A matrix, $σ_{ij}^2 = 8^\prime A 8 = 0.485$ and the factor $V_1 + σ_{ij}^2 = 1.22$. This implies that the elasticity of any independent variable of aggregate demand for the first mode between zones 1 and 2 will be 82 percent of the average of the corresponding individual demand elasticities for trips from 1 to 2. (This is a conservative estimate of the bias in typical modal-split models because (a) the calculation on which our derivation is based underestimates transit walk time because of a failure to distinguish walk access and automobile access transit trips and (b) a variety of additional automobile availability and socioeconomic variables are excluded from the model. In each of these cases, the contribution of intrazonal variance can be expected to be a high proportion of the total.) We conclude that direct application to aggregate modal splits of elasticities calculated from disaggregate models will tend to overestimate the magnitude of demand response, and elasticities calculated from aggregate data will underestimate, on the average, individual demand elasticities.

To determine whether the assumption of a common intrazonal matrix $A = A_{ij}$ was a good one, we computed the standard errors over the origin-destination pairs in the table of the diagonal variance elements in the $A_{ij}$. These standard errors divided by their means (i.e., the diagonal elements of $A$) are given in Table 1. We conclude that there is substantial variation in the $A_{ij}$ over origin-destination pairs and that it would be a poor practice in applications to assume a common $A$ matrix. Finally, we note that all the contributions to the variance $σ_{ij}^2 = 8^\prime A 8 = 0.485$ in our example is contributed by off-diagonal (covariance) terms. Thus, it is not sufficient to look only at the variance elements of $A$. Because of the small data base, these conclusions are necessarily tentative and are intended only to suggest orders of magnitude.

With any sigmoid-shaped choice function, attempts to represent aggregate modal splits by the disaggregated function with homogeneous zone assumptions will similarly bias the results. The bias will be toward the extreme possible values of the modal split—too low for values of Eq. 6 below 0.5, too high above 0.5. Only in the special cases where zones are homogeneous or where interzonal splits are equal to 0.5 and their differential impedances are distributed symmetrically about their mean would there be no bias. The magnitude of the bias found in the example is sufficient to require that the zone variabilities be accounted for in the aggregation process.

CALIBRATION OF AGGREGATE MODELS

We next examine the effects of calibrating an aggregate model directly from interzonal flows when, in fact, individual responses conform to the disaggregate behavioral model of Eq. 6. The typical aggregate modal-split model assumes that the frequency of choice of mode $a$ for trips between $i$ and $j$ is given by a function of the differential impedance of the two modes, and differential impedance is measured in turn by a weighted combination of the zonal average differential attributes of the two modes. Given that the response curve is normal, this model is

$$P_{ij} = \Phi(\gamma' z^i_j)$$

where $\gamma$ is the vector of unknown parameters weighting the components of differential trip attributes into a measure of differential impedance. Although Eq. 12 is identical to Eq. 6 for individual response probability, it would be justified in traditional aggregate demand analysis on the basis of its success as an empirical law rather than on behavioral grounds. Calibration of the model of Eq. 12 from data on interzonal flows would typically be done by applying least squares to origin-destination pairs to the equation

$$\Phi^{-1}(P_{ij}) = \gamma' z^i_j + \eta_i^j$$

where $\Phi^{-1}$ is the inverse cumulative standard normal distribution, $\eta_i^j$ is an unobserved error, and $P_{ij}$ are the observed frequencies of choice of mode $a$ between zones. Except for possible adjustments introduced by use of weighted least squares, the resulting estimator is

$$\hat{\gamma} = \left[ \sum_{i,j} \eta_i^j \right]^{-1} \left[ \sum_{i,j} \Phi^{-1}(P_{ij}) \right]$$

(14)
Now, suppose that travel demand behavior is in fact determined by the disaggregated model in Eq. 6. Aside from sampling error, which is inversely proportional to the number of trips between zones, and which can be ignored when the total number of trips is large, the observed interzonal modal-split frequencies \( \hat{r}_{ij} \) from Eq. 10 will satisfy the following:

$$\hat{r}_{ij} = \Phi \left( \frac{\beta \hat{z}_{ij}}{\sqrt{1 + \sigma_i^2}} \right)$$

(15)

or

$$\Phi^{-1}(\hat{r}_{ij}) = \frac{\beta \hat{z}_{ij}}{\sqrt{1 + \sigma_i^2}}$$

(16)

If one substitutes Eq. 16 in Eq. 14, the value of \( \gamma \) converges, with a probability of one as sample size increases, to

$$\gamma = \frac{\sum_{i,j} z_{ij} \hat{z}_{ij}}{\sum_{i,j} \hat{z}_{ij}} \sqrt{\frac{\sum_{i,j} z_{ij}^2 \hat{z}_{ij}^2}{\sum_{i,j} \hat{z}_{ij}^2}}$$

(17)

From Eq. 17 we can draw inferences on the biases introduced in the estimation of \( \gamma \) by the presence of heterogeneity within the zones. First, we note that, in homogeneous zones where \( \sigma_i^2 = 0 \), \( \gamma \) is a consistent estimator of \( \beta \). When zones are heterogeneous, the effect of the term \( \sqrt{1 - \sigma_i^2} \) will generally be to bias the estimates \( \hat{\gamma} \) downward in magnitude. If large magnitudes of a component of \( \hat{z}_{ij} \) tend to be associated with large values of \( \sigma_i^2 \), the bias in the corresponding coefficient will tend to be larger than for a coefficient for which the component of \( \hat{z}_{ij} \) and \( \sigma_i^2 \) tend to be uncorrelated. Given that \( \sigma_i^2 \) is a constant \( \sigma^2 \) for all zones, Eq. 17 reduces to a simple expression for the bias

$$\gamma = \frac{1}{\sqrt{1 - \sigma^2}} \beta$$

(18)

The magnitudes calculated previously suggest that \( \hat{\gamma} \) will underestimate \( \beta \) in magnitude by 18 percent or more in typical aggregate models.

The seriousness of the bias introduced in the calibration of \( \hat{\gamma} \) from interzonal flows depends on the extent to which these biases introduce errors in demand forecasts. Consider, first, the relative bias in various components of \( \hat{\gamma} \) and take the example of transit access time versus cost. In a typical transportation study, some zones will be densely serviced by transit, and this will result in low average transit access time and a low intrazonal variance for this variable. Other zones will be sparsely serviced, and this will lead to a high average transit access time and a high variance. This pattern will substantially bias the coefficient of transit access time; however, the results will be relatively homogeneous within zones, and this will result in less bias for the coefficient of cost. Therefore, the aggregate model will underestimate transit access time relative to cost and will therefore underpredict the net increase in transit demand, which would occur because of a policy change increasing the density of transit routes as well as transit cost.

Aside from the distortions introduced by differential biases in parameter estimates, the forecasting success of the calibrated aggregate model will depend on whether the policy change under study affects the intrazonal covariance matrix for the independent variables. Given that \( \sigma_i^2 \) is constant for all zones and that a policy change affects \( \hat{z}_{ij} \) but leaves \( \hat{A}^{ij} \) unchanged, the aggregate model forecasts correctly. Consider, for example, a uniform increase in the base transit fare by comparing Eqs. 6 and 10, in which \( \gamma \) is set equal to the calibrated value from Eq. 18. The aggregate model forecasts error for any policy change that affects \( \hat{A}^{ij} \); this will be the case particularly for policies that have a heterogeneous impact within the zone. For example, a policy change reducing access times by increasing the number of transit stops will reduce the access-time component in \( \hat{z}_{ij} \) and the corresponding variance in \( \hat{A}^{ij} \). The true response given by Eq. 10 will differ from the response predicted by the calibrated aggregate model by a term reflecting the effect of this policy on \( \sigma_i^2 \). If the differential impediments are distributed so that the frequency of extreme response probabilities in favor of transit is lower than that in favor of the alternative mode, the effect of decreasing \( \sigma_i^2 \) will usually be to decrease transit patronage. As a result, the calibrated aggregate model will overpredict the rise in transit patronage.

The preceding paragraphs have pointed out that, by using the aggregate model of Eq. 12, direct calibration and forecasting can result in substantial prediction biases. This is true except when the zones are homogeneous or when policy change has a homogeneous effect on the zone, which leaves the covariance matrix of the independent variables unchanged. However, when consistent estimates of the intrazonal variances \( \sigma_i^2 \) are available, the estimator of Eq. 17 can be modified to

$$\hat{\gamma} = \left[ \sum_{i,j} \hat{z}_{ij}^2 \hat{A}^{ij} \right]^{-1} \left[ \sum_{i,j} \hat{z}_{ij}^2 \Phi^{-1}(\hat{r}_{ij}) \right]$$

(19)

Equation 19 gives a consistent estimate of the parameter vector \( \beta \). Then, Eq. 10 can be used with the estimates \( \hat{\gamma} \) and \( \sigma_i^2 \) to correctly forecast the effects of policy changes that are either homogeneous or heterogeneous in their impact on zones.

In practice, it may be feasible to obtain a consistent estimate of the intrazonal covariance matrix \( \hat{A}^{ij} \) from external sources, but it may not be feasible to obtain the initial consistent estimates of \( \beta \) necessary to construct estimators of \( \sigma_i^2 = \hat{A}^{ij} \beta \).

An alternative is to consider the estimator in Eq. 19 as an implicit function of \( \gamma \):

$$\gamma = \left[ \sum_{i,j} \hat{z}_{ij}^2 \right]^{-1} \left[ \sum_{i,j} \hat{z}_{ij} \Phi^{-1}(\hat{r}_{ij}) \right]$$

(20)

Solution of this system of equations by iterative methods provides a consistent estimator \( \gamma \) of \( \beta \). Given that \( \hat{A}^{ij} \) is uniform across zones, this equation has the solution

$$\gamma = \frac{M_i^T \hat{M}_i}{\sqrt{1 - M_i^T \hat{M}_i}}$$

(21)

where

$$M_i = \sum_{i,j} \hat{z}_{ij}^2$$
and

\[ M_{ij} = \sum_{l=1}^{L} T_{ij} \Phi^{-1}(T_{il}) \]

The difference in the denominator of Eq. 21 is likely to result in rather unsatisfactory statistical properties of this estimator in small samples. In particular, this estimator may fail to exist. Equation 21 may provide a useful initial step for iterative solutions of Eq. 20 for unequal A_i if we initially use some average A of the A_i. We conclude that an efficient and practical procedure for demand forecasting may be (a) to obtain consistent estimates of the A_i covariance matrices and the behavioral parameters \( \beta \), (b) to use these estimates to obtain estimates of \( \sigma_i^2 = \beta^T A_i^{1/2} \) and \( \sqrt{T} = \sigma_i^{1/2} \), (c) to use interzonal flows in the adjusted aggregate model estimator in Eq. 19 to obtain a more precise estimator of \( \beta \), and (d) to use these estimates in Eq. 10 to obtain consistent forecasts of the effect of a transportation policy.

### Calibration of Disaggregated Models with Aggregate Data

Given data for a sample of individuals, which include accurate measurements of the attributes of the travel alternatives faced by each person, the disaggregated model of Eq. 6 can be calibrated by straightforward application of a variety of statistical techniques. These techniques include maximum likelihood procedures and, under suitable circumstances, the minimum chi-square procedure (3, 6). A second approach to calibration is to use the conclusions of the preceding discussion to estimate the behavioral model from zonal data when the intrazonal covariance matrix of the independent variables is known or can be estimated consistently from external sources.

In practice, a third approach is important. Data on choices, socioeconomic characteristics, and some attributes of alternative trips are collected for a sample of individuals, and the remaining attributes of trips are measured only by zonal averages. For example, individual data may be collected on income, age, and travel costs, and zonal averages obtained from transportation grids may be used for services and nonvehicle travel times. This introduces a measurement error in the independent variables, which may bias the estimates obtained by applying the statistical methods ordinarily used in calibrating disaggregated models. (The reason calibration of a mixed model with individual response frequencies and interzonal average explanatory variables gives consistent estimates and calibration of an aggregate model with zonal average response frequencies does not give such estimates is that an arithmetic average of inverse cumulative normal transformations of frequencies does not equal the inverse cumulative normal transformation of the arithmetic average of the frequencies. It is this nonlinear-ity of the response curve that makes it necessary to distinguish disaggregate and aggregate models.)

We will now determine the conditions under which biases will occur and derive correction formulas. The first useful conclusion is that replacing all independent variables by zonal averages yields consistent estimates of the parameters of the behavioral model when the usual statistical methods are applied. (This conclusion depends critically on the assumption that the intrazonal distributions of the independent variables are not skewed. If, to the contrary, these distributions are skewed, and modes lie between the zonal mean vectors and the total population mean vector, then the use of zonal averages introduces a regression-to-the-mean effect, which generally biases estimates downward in magnitude.)

Note that individual observations are used as the dependent variables; and, thus, differ from the zonal average frequencies used in the previous section.) The loss of efficiency in estimation resulting from use of this procedure may be substantial because not all information is being used. However, in very large samples, this loss may be offset by the saving in cost of providing accurate measures of the travel attributes for each individual. The second result provides a straightforward linear transformation of the estimates obtained from the usual statistical procedures, which makes the resulting estimators consistent. These correction formulas require external estimates of the intrazonal variance of the independent variables.

The behavioral model of Eq. 6 can be written as

\[ \Phi^{-1}(\mathbf{P}_k) = \mathbf{z}^{T} \mathbf{\beta} \]  

(22)

Partition \( \mathbf{z} = (\mathbf{z}_1, \mathbf{z}_2) \), where \( \mathbf{z}_1 \) is the (possibly empty) subvector of components that can be measured for each individual and \( \mathbf{z}_2 \) is the subvector of components that will be approximated in the estimation process by the zonal averages. Then,

\[ \Phi^{-1}(\mathbf{P}_k) = \mathbf{z}_1^{T} \mathbf{\beta}_1 + \mathbf{z}_2^{T} \mathbf{\beta}_2 \]  

(23)

where \( \mathbf{z}_2 \) is partitioned commensurately. It is convenient to cast the calibration process into a regression format by assuming there are a large number of individuals of each type \( k \) and that \( \mathbf{P}_k \) is the response frequency of this homogeneous group. Then,

\[ \mathbf{y} = \Phi^{-1}(\mathbf{P}_k) = \mathbf{z}_1^{T} \mathbf{\beta}_1 + \mathbf{z}_2^{T} \mathbf{\beta}_2 + \mathbf{e}^{T} \]  

(24)

where \( \mathbf{e} \) are error terms with a zero mean, which converge to zero with a probability of one as the number of members of the groups increases. Suppose now that \( \mathbf{z}_1 \) is replaced by the zonal average \( \mathbf{\bar{z}}_1 \) and apply ordinary least squares to the equation,

\[ \mathbf{y} = \mathbf{z}_1^{T} \mathbf{\alpha}_1 + \mathbf{z}_2^{T} \mathbf{\alpha}_2 + \mathbf{e}^{T} \]  

(25)

This general estimation procedure is known as Berkson's method, which under a correct specification of the independent variables provides estimates of the parameters, which are consistent and equivalent in asymptotically large samples to the maximum likelihood estimator.

We rewrite Eq. 25 in vector notation as

\[ \mathbf{y} = \mathbf{z}_1 \mathbf{x}_1 + \mathbf{z}_2 \mathbf{x}_2 + \mathbf{e} \]  

(26)

where \( \mathbf{y} \) and \( \mathbf{e} \) are column vectors with components \( y_i \) and \( e_i \) respectively, and \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) are matrices with rows \( z_{1i}^{T} \) and \( z_{2i}^{T} \) respectively. The ordinary least squares estimates from Eq. 26 then satisfy

\[ \begin{bmatrix} \hat{\mathbf{x}}_1 \\ \hat{\mathbf{x}}_2 \end{bmatrix} = \begin{bmatrix} \mathbf{z}_1 \mathbf{x}_1 \mathbf{z}_2 \mathbf{x}_2 \end{bmatrix}^{-1} \begin{bmatrix} \mathbf{z}_1 \mathbf{y} \\ \mathbf{z}_2 \mathbf{y} \end{bmatrix} \]  

(27)

But Eq. 24, written in the vector notation used above, is \( \mathbf{y} = \mathbf{z}_1 \mathbf{\beta}_1 + \mathbf{z}_2 \mathbf{\beta}_2 + \mathbf{e} \), and this implies
\[
\begin{pmatrix}
\hat{\alpha}_1 \\
\hat{\alpha}_2
\end{pmatrix} = 
\begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix}^{-1} \begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix} \begin{pmatrix}
\beta_1 \\
\beta_2
\end{pmatrix}
\]

(28)

The last term in this expression converges to zero with a probability of one as the number of individuals of each type becomes large. Then \(\hat{\alpha}_1, \hat{\alpha}_2\) converge (with a probability of one) in this limit to \(\alpha_1, \alpha_2\) and satisfy

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} = 
\begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix}^{-1} \begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix} \begin{pmatrix}
\beta_1 \\
\beta_2
\end{pmatrix}
\]

(29)

We will now consider further the structure of the matrices in this expression. Define \(E\) to be a square block-diagonal matrix with a block for each zone pair \(i, j\) of the form \((1/n_{ij})e^{i}e^{j},\) where \(e^{i}\) is a column vector of ones of length \(n_{i}^{1}\). Then \(E\) satisfies

\[
E^{T}E = \Xi
\]

and

\[
E^{T} = E
\]

The average of the intrazonal covariance matrices \(A^{ij}\) introduced previously will be denoted by \(A\) and can be defined in terms of the matrix \(E:\)

\[
nA = \sum_{i,j} n_{ij}A^{ij} = \sum_{i,j} \frac{1}{n_{ij}}(z_i - \Xi_i)(z_j - \Xi_j) = (\bar{z}_i - \Xi_i, \bar{z}_j - \Xi_j)'(z_i - \Xi_i, z_j - \Xi_j) = (\bar{z}_i \bar{z}_j)(1 - E)(\bar{z}_i \bar{z}_j)
\]

(31)

Partition

\[
A = \begin{pmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{pmatrix}
\]

commensurately with \((\bar{z}_i, \bar{z}_j)\). Then, define \(M_{ij}\) from Eq. 31 as

\[
nM_{11} = \bar{z}_1 \bar{z}_2, \quad nM_{12} = z_1 \bar{z}_2 = z_2 \bar{z}_1 = nA_{12}
\]

\[
nM_{21} = \bar{z}_1 \bar{z}_2, \quad nM_{22} = z_1 \bar{z}_2 = z_2 \bar{z}_1 = nA_{22}
\]

(33)

\[
M_{22} = E \bar{z}_2 = \Xi_2 \bar{z}_2 = nA_{22} - nA_{12}
\]

(34)

Equation 29 can be written

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} = 
\begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix}^{-1} \begin{pmatrix}
z_1 z_2 \\
z_1 z_2
\end{pmatrix} \begin{pmatrix}
\beta_1 \\
\beta_2
\end{pmatrix}
\]

(35)

\[
= \begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} - \begin{pmatrix}
0 & \bar{z}_1 \bar{z}_2 \\
0 & \bar{z}_1 \bar{z}_2
\end{pmatrix}^{-1} \left( 1 + \frac{1}{n} M_{11}M_{22} + A_{12} \right)^{-1} \begin{pmatrix}
0 \\
0
\end{pmatrix} \begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}
\]

(36)

(37)

Define

\[
C = M_{22} - M_{21}M_{11}^{-1}(M_{11} + A_{12})
\]

(38)

Then, writing out the expression for the inverse of a partitioned matrix, we obtain

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} = 
\begin{pmatrix}
M_{11}^{-1}(M_{11} + A_{12} - C^{-1}M_{21} + I_{11})^{-1} \left( C^{-1}M_{21} \right) M_{11}^{-1}M_{12} \alpha_2
\end{pmatrix}
\]

(39)

The second term in Eq. 39 reflects the bias in the estimators of the disaggregated model introduced by using zonal average values for the variables \(z_i\). First, we note that, if the intrazonal correlations of the variables measured by zonal averages are all zero, i.e., \(A_{ij} = 0\), then the usual estimators are consistent, and no correction is necessary. This is true, in particular, if all variables are measured as zonal averages so that \(z_i\) is empty. Second, we note that the magnitude of the bias is determined by the degree of intrazonal variability relative to total variability. If, for example, \(A_{12} = 0\) for some \(\theta\) with \(0 < \theta < 1\), then

\[
\text{bias} = \frac{\theta}{1 - \theta} \left( C^{-1}M_{21} \right) M_{11}^{-1}M_{12} \alpha_2
\]

(40)
SUMMARY

This paper has established links between aggregate travel demand models and disaggregate behavioral models. Equation 10 provides a formula for computing interzonal flows given a calibrated disaggregate model, and zonal averages and intrazonal variances for the independent variables. Biases resulting from direct calibration of an aggregate model when individual behavior conforms to the disaggregate model are derived. The implications of these biases for forecasting are discussed. Equation 23 provides a method for obtaining consistent estimates of the parameters of the disaggregate model from interzonal flow data. Biases introduced in calibration of disaggregate models when some independent variables are approximated by zonal averages are also discussed. It is shown that the use of zonal averages for all independent variables results in consistent estimates of the parameters of the behavioral model. Equation 39 gives a formula for correcting the bias in the estimates of the behavioral parameters when a mix of individual and zonal average variables is used, and an estimate of the intrazonal covariance matrix can be obtained from external sources.
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