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IDENTIFYING SOCIAL INTERACTIONS THROUGH CONDITIONAL
VARIANCE RESTRICTIONS

BY BRYAN S. GRAHAM 1

This paper proposes a new method for identifying social interactions using condi-
tional variance restrictions. The method provides a consistent estimate of the social
multiplier when social interactions take the “linear-in-means” form (Manski (1993)).
When social interactions are not of the linear-in-means form, the estimator, under cer-
tain conditions, continues to form the basis of a consistent test of the no social interac-
tions null with correct large sample size. The methods are illustrated using data from
the Tennessee class size reduction experiment Project STAR. The application suggests
that differences in peer group quality were an important source of individual-level vari-
ation in the academic achievement of Project STAR kindergarten students.

KEYWORDS: Social interactions, social multiplier, peer group, effects, Project STAR,
covariance models.

MANY ECONOMIC OUTCOMES—such as earnings, academic achievement, sub-
stance abuse, criminal behavior, and technology adoption—vary substantially
across observationally similar groups. A long economics of education liter-
ature documents significant variation in mean academic achievement across
different classrooms within the same school (e.g., Hanushek (1971), Rivkin,
Hanushek, and Kain (2005)).2 A straightforward explanation for this finding is
the presence of classroom-level heterogeneity or student sorting (i.e., the dis-

1This is a substantially revised version of material that initially appeared in Chapter 1 of my
doctoral dissertation. That chapter previously circulated under the title “Identifying Social In-
teractions Through Excess Variance Contrasts.” I would like to thank Gary Chamberlain, Larry
Katz, Michael Kremer, and Caroline Hoxby for their encouragement as well as many helpful com-
ments, corrections, and suggestions. This revision has benefited enormously from the comments
of a co-editor, three anonymous referees, Guido Imbens, Michael Jansson, and Jim Powell. Yan-
nis Ioannides and Giulio Zanella both read an earlier draft quite carefully: I am very thankful
for their editorial as well as substantive feedback. I am thankful to Jayne Zaharias for provid-
ing background documents and to Alan Krueger for discussions about design features of Project
STAR. Useful discussions with William Brock, David Card, Steven Durlauf, Jim Heckman, Bo
Honoré, Richard Murnane, Mark Watson, John Willett, Jeff Zabel, and participants in the Banff
Workshop on the Microeconometrics of Spatial and Grouped Data, as well as seminars at Har-
vard, Harvard–MIT, UCSD, Dartmouth, Princeton, Stanford, Stanford GSB, UT–Austin, Berke-
ley, Chicago, Wisconsin, LSE, Yale, IFS, Toulouse–GREMAQ, Munich, Northwestern, Wharton,
PPIC, and USC, is also gratefully acknowledged. Financial support provided by a National Sci-
ence Foundation Graduate Fellowship, the Program on Justice, Welfare and Economics at Har-
vard University, and by the Program of Fellowships for Junior Scholars, the MacArthur Research
Network on Social Interactions and Economic Inequality. All the usual disclaimers apply.

2Another example is crime, which is endemic to some neighborhoods and negligible in other
seemingly similar ones (cf. Glaeser, Sacerdote, and Scheinkman (1996)). Piketty (2000) and
Becker and Murphy (2000) surveyed theoretical models that generate excess between-group vari-
ance.
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tribution of unobserved teacher and student characteristics might vary across
classrooms).

An alternative explanation for “excess” outcome variance across groups is
that it mirrors the relative salience of social interactions or peer group ef-
fects. Social interactions are present if individual behavior is affected by ref-
erence (peer) group behavior, characteristics, or both (Manski (1993), Brock
and Durlauf (2001)). If students within the same classroom learn from one an-
other, then individual achievement levels will covary positively within a class-
room and display excess variation across classrooms.3

The two rival explanations for excess variance—group-level heterogeneity
and social interactions—are straightforward to understand, but difficult to dis-
tinguish empirically. Manski (1993, p. 532) highlighted the “difficulty of the
identification problem” in this area, a problem that has affected the persua-
siveness of empirical work (cf. Durlauf (2006, p. 164)).

This paper presents new methods for adducing the presence and magnitude
of social interactions based on conditional variance restrictions. The proposed
methods separately identify the social interactions component of any excess
variance from that due to group-level heterogeneity and/or sorting.

The main idea is straightforward. For a certain class of social interaction
models the unconditional between-group variance of outcomes is the sum of
three terms. The first term equals the variance of any group-level heterogene-
ity (e.g., of teacher quality). The second term equals the between-group vari-
ance of any individual-level heterogeneity (e.g., the variance of average student
ability across classrooms). These two terms are identical to those appearing in
the textbook one-way error component model (e.g., Arellano (2003, Chap. 3)).
The third term reflects the strength of any social interactions. When social
interactions are present, between-group variation in outcomes should mirror
between-group variation in “peer quality.” The final term therefore depends
on the variance of peer quality across groups.

In the standard one-way error component model the variances of the
individual- and group-level heterogeneity (or effects) are separately identi-
fied by the unconditional within- and between-group sample variances. The
variance of individual heterogeneity is estimated from the within-group sam-
ple variance. This estimate and the between-group sample variance are then
used to estimate the variance of any group-level heterogeneity. The variance
of group-level heterogeneity is excess variance: it is identified by the residual
between-group variance in outcomes that remains after accounting for the con-
tribution of individual heterogeneity.

Difficulties arise in the presence of social interactions because there are two
sources of excess variance (cf. Glaeser, Sacerdote, and Scheinkman (1996)):

3One could conceivably construct social interactions processes that would generate negative
covariance in outcomes across members of the same group and hence too little between-group
variance in outcomes. I use the excess variance language simply because it is intuitive and consis-
tent with most applications. Formally, however, I consider two-sided alternatives.
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the standard source due to group-level heterogeneity and that arising from
variation in peer quality across groups. Any excess between-group variance in,
say, student achievement, may reflect heterogeneity in teacher quality as well
as, or instead of, heterogeneity in peer quality. The unconditional within- and
between-group sample variances cannot form the basis of a valid test for so-
cial interactions. Fortunately comparisons of within- and between-group vari-
ances across two or more subpopulations of groups can be used to construct
such a test. If the distribution of group-level heterogeneity is the same across
such subpopulations, while the distribution of peer quality differs, then sepa-
rate identification of the two sources of excess variance is possible.

The empirical application presented below provides intuition for the identi-
fication result. The application examines the effect of peer quality on kinder-
garten achievement using data from the Tennessee class size reduction exper-
iment Project STAR. Classrooms of two sizes are observed in the data set:
small and large. Students and teachers within participating schools were ran-
domly assigned to one of the two types of classrooms.4 In large classrooms,
clusters of talented students are typically offset by corresponding clusters of
below average students, resulting in little variation in mean student ability. In
small classrooms, however, groups composed of mostly above or below average
students are more frequently observed, generating greater variation in mean
ability. As a result, the variance of peer quality (as measured by average stu-
dent ability in a classroom) is greater across the set of small than it is across the
set of large classrooms. In contrast to peer quality, random assignment ensures
that the distribution of teacher characteristics is similar across the two types of
classrooms. Under some additional restrictions on the educational production
function, discussed in detail below, class type provides a plausible source of
exogenous variation in the variance of peer quality.

While other authors have emphasized the covariance implications of social
interactions (e.g., Glaeser, Sacerdote, and Scheinkman (1996), Glaeser and
Scheinkman (2001, 2003), Solon, Page, and Duncan (2000)), their work has not
provided the basis for point identification, reflecting the inherent difficulties
of discriminating outcome covariance due to peer spillovers from that due to
group-level heterogeneity. The present paper’s main contribution is to provide
transparent conditions for point identification. The proposed conditions can
be credible in a variety of settings.

Section 1 formalizes the heuristic discussion given above. It discusses identi-
fication and estimation in the context of the “linear-in-means” model of social
interactions.5 The linear-in-means model is a member of a family of social in-

4The actual protocol was more involved. A detailed description of the Project STAR data and
experimental protocol can be found in Word et al. (1990). All details relevant to the application
can be found in Section 3 below. Further particulars of the extraction used in this paper can be
found in the Supplemental appendix (Graham (2008)).

5Recent examples of economics research using the linear-in-means model include Sacerdote
(2001), Duflo and Saez (2003), and Angrist and Lang (2004). A long history of sociological re-
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teraction models. While the main identification result breaks down when the
model does not take the linear-in-means form, Section 2 shows that it can serve
as the basis of a valid test for social interactions as long as the true model is
also a member of this family.6 Section 3 illustrates the proposed methods using
the STAR data set. Section 4 ends with some thoughts about future research.

1. IDENTIFICATION AND ESTIMATION

We observe a random sample of N classrooms with the cth classroom con-
sisting of Mc students. Academic achievement for the ith student in the cth
classroom is given by

Yci = αc + (γ0 − 1)εc + εci�(1)

where αc represents classroom-level heterogeneity in, say, teacher effective-
ness, εci represents student-level heterogeneity arising from, say, variation in
income, family background, and ability, and εc = ε′

cιMc/Mc is the classroom
mean of εci (where εc = (εc1� � � � � εcMc )

′ and ιMc is a Mc × 1 vector of ones).
It is the dependence of own achievement on peer characteristics, indexed by
the parameter γ0, that I define as social interactions. In addition to the Mc × 1
vector of individual student test scores, Yc , we also observe a classroom’s type:
small (Wc = 1) or large (Wc = 0); αc and εci are latent variables unobserved by
the econometrician.

Consider the effect on classroom average achievement of replacing a low-
ε student with a high-ε student. In the presence of positive social inter-
actions (γ0 > 1), mean achievement will increase for two distinct reasons:
for purely compositional reasons and because the presence of a high-ε stu-
dent raises peer quality. The ratio of the full to the compositional effect
equals γ0, a social multiplier (cf. Manski (1993), Glaeser and Scheinkman
2003).7

Below I impose restrictions on the conditional distribution of Yc given Wc

which identify γ0� To assess the economic content of these restrictions, it is
helpful to make any dependence of Yci on Wc explicit at the outset. A con-
venient way to do so is to posit the existence of teacher- and student-specific

search is surveyed by Duncan and Raudenbush (2001). Manski (1993), Brock and Durlauf (2001),
Moffitt (2001), and Glaeser and Scheinkman (2001, 2003) all surveyed research in several disci-
plines that use variants of the linear-in-means framework.

6In the Supplemental appendix (Graham (2008)) I also show that the general approach of
Section 1 can be adapted to identify other members of this family. A simple example, inspired by
Lazear’s (2001) disruption model of peer effects, illustrates how this might be done in practice.

7Note that γ0 may be a composite function of multiple “structural” parameters. In Manski
(1993) it depends on the strength of what he terms “exogenous” and “endogenous” social effects.
Distinguishing between these two types of social interactions is not a goal of this paper.
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potential effectiveness or productivity variables. Let Ac(w) be a teacher’s po-
tential effectiveness when assigned to classroom of type Wc = w� This setup al-
lows the effectiveness of a teacher to change with class type in a heterogeneous
way. For example, “law and order” oriented teachers may be relatively more
effective in large classrooms than nurturing teachers. Similarly, I let Eci(w) de-
note a student’s potential productivity in a class of type Wc = w. Some students
may be better suited, in relative terms, to small versus large classrooms and
vice versa. For example kinesthetic learners may benefit from assignment to a
small classroom more than visual learners.

Realized teacher effectiveness and student productivity are given by

αc = (1 −Wc)Ac(0)+WcAc(1)�(2)

εci = (1 −Wc)Eci(0)+WcEci(1)�

Since Wc is binary, (2) is without loss of generality.8
Substituting (2) into (1) gives a correlated random coefficients model (e.g.,

Heckman and Vytlacil (1998), Florens et al. (2007)) of

Yci = B0ci +B1ciWc�(4)

where

B0ci = Ac(0)+ (γ0 − 1)Ec(0)+Eci(0)�

B1ci = (Ac(1)−Ac(0))+ (γ0 − 1)(Ec(1)−Ec(0))

+ (Eci(1)−Eci(0))�

Equation (4) allows for the causal effect of class type (Wc) on achievement
(Yci) to be heterogeneous, possibly depending on teacher (Ac(0)�Ac(1)), own
(Eci(0)�Eci(1)), and/or peer (Ec(0)�Ec(1)) characteristics.

In this paper I focus on the identifying content of V(Y c|Wc).9 Manski (1993)
and Brock and Durlauf (2001) discussed conditional mean restrictions which
identify γ0. The conditional variance of teacher effectiveness and student pro-

8If Wc is continuous, (2) can be replaced with the assumption that Ac(w) and Eci(w) are low-
order polynomial functions of w with random coefficients (cf. Florens et al. (2007)):

αc =Ac(Wc)� Ac(w)=U0c +U1cw + · · · +UPcw
P�(3)

εci =Eci(Wc)� Eci(w)= V0ci + V1cw + · · · + VPcw
P�

Observe that while (2) is unrestrictive for Wc binary, the above specification is restrictive for Wc

continuous. This extra restrictiveness, however, does allow one to weaken Assumption 1.2 given
below. This extension is straightforward and not developed here.

9Uppercase letters denote random variables and lowercase letters denote their specific re-
alizations. I also use the conventions μY(x) = E[Y |x] = E[Y |X = x]�σ2

Y (x) = V(Y |x), and
σ2
YZ(x) = C(Y�Z|x)�
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ductivity given class size and type equals

V(αc� ε
′
c|m�w)(5)

=
(

σ2
α(m�w) σαε(m�w)ιm

σαε(m�w)ιm (σ2
ε(m�w)− σεε(m�w))Im + σεε(m�w)ιmι

′
m

)
�

where Im is an m × m identity matrix, σεε(m�w) = C(εci� εcj|m�w) = (1 −
w)σ2

E(0)E(0)(m�w) + σ2
E(1)E(1)(m�w)w, and σ2

α(m�w) = (1 − w)σ2
A(0)(m�w) +

σ2
A(1)(m�w)w� with σ2

ε(m�w) and σαε(m�w) defined similarly.
In the context of the STAR application, σ2

α(m�w) captures heterogeneity in
teacher effectiveness among those teachers assigned to classrooms of a given
type (Wc = w) and size (Mc = m), σ2

ε(m�w) captures heterogeneity in individ-
ual productivity across students, σαε(m�w) any covariance between teacher
effectiveness and learning productivity induced by the assignment process
of teachers and students to classrooms, and σεε(m�w) captures the within-
classroom covariance of student productivity. These latter two terms might
differ from zero if, for example, teachers and students systematically match
on the basis of characteristics and if students sort into homogeneous groups
(e.g., due to ability tracking).

From (1) and (5), the conditional variance of observed outcomes is

V(Y c|m�w) = λ2(m�w)Im +
[
τ2

0(m�w)+ (γ2
0 − 1)

λ2(m�w)

m

]
ιmι

′
m�(6)

where λ2(m�w) = σ2
ε(m�w) − σεε(m�w) and τ2

0(m�w) = σ2
α(m�w) + 2γ0 ×

σαε(m�w)+ γ2
0σεε(m�w)�

Under random sampling, V(Y c|m�w) is nonparametrically identified. The
structure of V(Y c|m�w) is potentially informative for γ0. Observe that it is
composed of just two unique elements: a common diagonal term of λ2(m�w)+
τ2

0(m�w)+ (γ2
0 − 1)λ2(m�w)/m and a common off-diagonal term, which mea-

sures outcome covariance across peers, of τ2
0(m�w)+ (γ2

0 − 1)λ2(m�w)/m�10

The difference between these two terms identifies λ2(m�w). Unfortunately
τ2

0(m�w) and γ2
0 are not separately identified without further assumptions. This

lack of identification reflects the problem discussed in the introduction: out-
come covariance across members of the same social group may reflect the pres-
ence of social interactions (γ0 �= 1) or simply some combination of group-level
heterogeneity, sorting, and/or matching (τ2

0(m�w) �= 0).11

10Equicorrelation in outcomes across students within the same classrooms is a consequence of
within-classroom exchangeability of students.

11This nonidentification result is a conditional variance analog of the corollary to Manski’s
(1993, p. 535) Proposition 1.
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Due to the equicorrelated structure of V(Y c|m�w), it is convenient to work
with the within- and between-group squares of the data. Define

Gw
c = 1

Mc

1
Mc − 1

Mc∑
i=1

(Yci −Yc)
2� Gb

c = (Y c −μY(Wc))
2�(7)

where μY(w) is mean achievement in classes of type Wc = w� The conditional
expectations of Gw

c and Gb
c given Wc = w are

E[Gw
c |w] = E

[
λ2(Mc�Wc)

Mc

∣∣∣w]
�(8)

E[Gb
c |w] = τ2

0(w)+ γ2
0E

[
λ2(Mc�Wc)

Mc

∣∣∣w]
�

where τ2
0(w) = σ2

α(w)+ 2γ0σαε(w)+ γ2
0σεε(w)�

Consider the ratio of the difference in between-group squares across small
and large classrooms to the corresponding difference in within-group squares:

E[Gb
c |Wc = 1] − E[Gb

c |Wc = 0]
E[Gw

c |Wc = 1] − E[Gw
c |Wc = 0](9)

= γ2
0 + τ2

0(1)− τ2
0(0)

E[Gw
c |Wc = 1] − E[Gw

c |Wc = 0] �

The left-hand side of (9) is the population analog of a Wald estimator. Its nu-
merator is a contrast of observed or actual between-classroom variance in stu-
dent achievement across small and large type classrooms. If τ2

0(1)= τ2
0(0), this

contrast is purged of the influence of teacher heterogeneity, matching, and
sorting. In that case it solely reflects differences in the variance of peer quality
across the two types of classrooms, as amplified by social interactions. The de-
nominator also equals the difference in the variance of peer quality across the
two types of classrooms, but unamplified by social interactions.

Equation (9) identifies γ2
0 if τ2

0(1) = τ2
0(0)� There are several sets of prim-

itive assumptions which will guarantee this condition. Here I work with the
following three assumptions.

ASSUMPTION 1.1 —(Independent Random Assignment):

F(Ac(w)�Ec(w)|Wc)= F(Ac(w))×
Mc∏
i=1

F(Eci(w)|Wc)�

w ∈W = {0�1}�
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ASSUMPTION 1.2 —(Stochastic Separability):

Ac(1)∼ Ac(0)+ κ0�

ASSUMPTION 1.3 —(Peer Quality Variation):

E[Gw
c |Wc = 1] �= E[Gw

c |Wc = 0]�
To develop some intuition regarding when Assumption 1.1 is likely to be

reasonable it is helpful to think about the classroom formation process. Class-
room formation consists of two, potentially interrelated steps (cf. Becker and
Murphy (2000, Chap. 5)). First students sort into groups on the basis of peer
characteristics. Second they sort into groups on the basis of teacher charac-
teristics. Assumption 1.1 places restrictions on these processes. In particular,
it follows when teacher and student assignment to classrooms follows a “dou-
ble randomization” procedure.12 In the first step of the procedure the planner
chooses a feasible distribution of classroom types (Wc) and sizes (Mc). In the
second step students and teachers are independently and randomly assigned
to classrooms. This latter step ensures that (i) Ac(w) and Eci(w) are indepen-
dent of Wc , (ii) Eci(w) is independently distributed within classrooms (i.e., no
sorting), and (iii) that Ac(w) is independent of Eci(w) (i.e., no matching). The
absence of matching and sorting implies that

σαε(w) = σεε(w)= 0�(10)

in which case τ2
0(w) = σ2

α(w)�
Assumption 1.2 states that the marginal distributions of Ac(1) and Ac(0) are

equal up to an additive shift. It follows from assuming, for example, that the
effect of class type on student outcomes does not depend on teacher character-
istics (i.e., Ac(1)= Ac(0)+κ0). It also holds under much weaker restrictions.13

For example, it holds if(
Ac(1)
Ac(0)

)
∼N

((
μA + κ0

μA

)
�σ2

A

(
1 ρ
ρ 1

))
�

which in turn implies that E[Ac(1)|Ac(0)] = κ0 + μA + ρ[Ac(0) − μA]� Thus
Assumption 1.2 does allow for individual teachers to have a comparative ad-
vantage (ρ �= 0) in either small or large classroom instruction.14 However, it
does restrict the population variance of small and large classroom teacher ef-
fectiveness to be the same (i.e., σ2

A(0) = σ2
A(1)). This is a technological restriction

12I am thankful to a co-editor for suggesting the double randomization terminology.
13I am grateful to Michael Jansson for help in formulating and understanding this assumption.
14If ρ < 0, teachers with above average effectiveness in large classrooms tend to be relatively

less effective in small classrooms; if ρ > 0, the opposite pattern holds.
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on the educational production function and, as such, no feasible assignment
scheme can ensure its satisfaction. If it is satisfied σ2

α(w) = σ2
α� which when

combined with (10), implies that τ2
0(w) is constant in w.

It is important to emphasize that Assumptions 1.1 and 1.2 do not imply that
the effect of class type on student outcomes is homogeneous. Indeed it may
vary with both teacher and student, either own or peer, characteristics. This
is important as Project STAR has produced evidence that the effect of class
size depends on student race, gender, and socioeconomic background (e.g.,
Krueger and Whitmore (2001)).

Assumption 1.3 is a rank restriction. It requires that the variance of peer
quality differs across the two types of classrooms. Together Assumptions 1.1,
1.2, and 1.3 formalize the requirement that Wc generates exogenous variation
in the variance of peer quality across small and large classrooms. Consequently,
the population least squares regression of Gb

c onto a constant and E[Gw
c |Wc]

identifies γ2
0 . While E[Gw

c |Wc] is not directly observed, (8) shows that it is iden-
tified, giving the following result.

PROPOSITION 1.1: Under Assumptions 1.1, 1.2, and 1.3, γ2
0 is identified by the

left-hand side of (9).

PROOF: The result follows directly from inspection of (9). Q.E.D.

Proposition 1.1 can be derived under weaker conditions than those imposed
by Assumptions 1.1–1.3.15 However, I prefer the formulation given here for
three reasons. First, Assumption 1.1 is constructive; it can be automatically sat-
isfied by a well-defined assignment mechanism. Second, Assumption 1.2 is sim-
ple to interpret and sensitivity to deviations from it can be easily assessed.16�17

Third, I show in the next section that the Wald estimate, under Assumptions
1.1 and 1.2, can form the basis of a valid test for social interactions even if
the true model does not take the linear-in-means form. Assumption 1.3 is, of
course, testable.

Under Assumptions 1.1 and 1.2 we have, for θ0 = (τ2
0�γ

2
0)

′ and ρ(Zc�θ) =
Gb

c − τ2 − γ2Gw
c , the conditional moment restriction

E[ρ(Zc�θ0)|Wc] = 0�(11)

15All that is required is that τ2
0(w) is constant in w. This necessarily requires stochastic sep-

arability (Assumption 1.2), but need not exclude the possibility of sorting and matching across
classrooms of the same type (Assumption 1.1). For example, if we were willing to assume that
Eci(1) ∼ Eci(0) + ξ0� then it would be reasonable to assume that σαε(w) and σεε(w), while
nonzero, are constant in w.

16A formal sensitivity analysis of this assumption is provided in the Supplemental appendix
(Graham (2008)).

17If Wc is continuous, Assumption 1.2 can be weakened under a strengthening of Assump-
tion 1.3. This extension is not pursed here.
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which can be used to construct a generalized method-of-moments (GMM) es-
timator.

In many applications Assumptions 1.1 and 1.2 will only be plausible af-
ter first conditioning on a set of additional classroom-level covariates. Let
Wc = (W1c�W

′
2c)

′ with W2c now denoting class type and W1c denoting additional
classroom-level covariates (e.g., observed teacher and school characteristics).
Replacing Assumptions 1.1, 1.2, and 1.3 with analogous statements that apply
only to subpopulations homogeneous in W1c leads to a straightforward general-
ization of Proposition 1.1. Defining ρ(Zc� τ

2(W1c)� γ
2)=Gb

c −τ2(W1c)−γ2Gw
c �

where τ2(W1c) is some smooth function of W1c , then yields the conditional mo-
ment restriction

E
[
ρ(Zc� τ

2
0(W1c)� γ

2
0)|Wc

] = 0�(12)

Under standard regularity conditions GMM applied to either (11) or (12) will
consistently estimate γ2

0�

2. ALTERNATIVE MODELS OF SOCIAL INTERACTIONS

Proposition 1.1 is specific to the linear-in-means model. While this model
is used in the majority of empirical social interactions research, it does have a
number of unattractive features. It implies that average outcomes are invariant
to reallocations of individuals to different groups (although they do affect their
marginal variance). The model is thus ill suited for evaluating equity and effi-
ciency trade-offs that might arise in, say, the context of school choice programs
(cf. Graham, Imbens, and Ridder (2006, 2007)).

Furthermore, although the dependence of own outcomes on mean peer
characteristics can be given a choice-theoretic motivation, as in Brock and
Durlauf (2001), different economic theories naturally suggests different sta-
tistical models. Lazear’s (2001) work on educational production, for example,
posits that peer spillovers operate through a disruption externality. This the-
ory suggests that a more appropriate statistical model of student achievement
might be

Yci = αc + (γ0 − 1)h(εci� εc)+ εci�(13)

where h(εci� εc) = min{εc}. Equation (13) is consistent with the intuition that
low productivity students slow the rate of their classmate’s learning; perhaps
by asking questions of the teacher to which their classmates already know the
answer. In this model average outcomes are maximized by perfectly stratifying
groups by ability. In contrast, such stratification has no outcome benefit and a
substantial equity cost when spillovers take the linear-in-means form.

The “bad apple” model, like the linear-in-means one, has the implication
of a homogeneous peer effect (i.e., the effect of peers on own outcomes is
the same for all group members). A model which allows for heterogeneous
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peer effects is (13) with h(εci� εc)= (εc − εci)
2� In this model the peer effect is

individual-specific, depending on the distance between own and average class-
room ability.18

In this section I show that the estimator introduced above can form the basis
of a consistent test for social interactions when the true model is not of the
linear-in-means form. This requires that the true model belongs to the fam-
ily given by (13), with h(·� ·) invariant to permutations of the elements of its
second argument, εc . This restriction arises naturally out of exchangeability
considerations. This family includes several focal models as special cases.19

The intuition for this robustness result is straightforward. Under the null of
no social interactions γ2

0 = 1, all members of (13) simplify to Yci = αc +εci. The
estimator of Section 1 will be consistent for γ2

0 = 1 in such cases. This ensures
the correct large sample size of tests based on γ̂2�

PROPOSITION 2.1 —(Testing in the Presence of Misspecification): Let γ2
∗ de-

note the right-hand side of (9) when the true data generating process is given by
(13). Under Assumptions 1.1, 1.2, and 1.3 a test of the null that γ2

∗ = 1 is a test of
the null that γ0 = 1 with correct large sample size�

PROOF: We have, using Assumptions 1.1 and 1.2,

E[Gb
c |w] = σ2

α + (γ0 − 1)2 Var(h(εc)|w)+ E

[
λ2(Mc�Wc)

Mc

∣∣∣w]

+ 2(γ0 − 1)Cov(h(εc)� εc|w)�

where h(εc) = ∑Mc

i=1 h(εci� εc)/Mc . The probability limit in question is there-
fore, using Assumption 1.3, given by

γ2
∗ = 1 + (γ0 − 1)2 Var(h(εc)|Wc = 1)− Var(h(εc)|Wc = 0)

E[Gw
c |Wc = 1] − E[Gw

c |Wc = 0]

+ 2(γ0 − 1)
Cov(h(εc)� εc|Wc = 1)− Cov(h(εc)� εc|Wc = 0)

E[Gw
c |Wc = 1] − E[Gw

c |Wc = 0] �

which will generally differ from 1 only if γ0 �= 1. Correct asymptotic size
follows from the fact that under the null γ2

∗ = 1 for the entire family of
models. Q.E.D.

Proposition 2.1 implies that even if the true data generating process is not of
the linear-in-means form, we can still, under certain conditions, test for social

18Levin (2001), citing social cognitive learning research suggesting that students benefit from
homogeneous grouping, worked with a peer effect model in this spirit.

19It is also possible to establish identification of γ0 for specific members of the family defined
by (13). An example of how to do this in practice is provided in the Supplemental appendix.
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interactions by proceeding as if it were. Of course, this test has no particular
optimality properties and may have low power for some alternatives.20

3. APPLICATION: PEER EFFECTS AND LEARNING AMONGST PROJECT STAR
KINDERGARTEN STUDENTS

This section presents an empirical application of the identification strategy
outlined in Section 1. The application uses data from the class size reduc-
tion experiment Project STAR to assess the role of peer spillovers in learn-
ing. While the STAR experiment was originally designed to assess the effect
of class size on student achievement, its design is fortuitously well suited to
studying peer group effects.

Full details on Project STAR are provided by Word et al. (1990), from which
the following information is drawn. In the fall of 1985, entering kindergarten
students in each of 79 project schools, located throughout the state of Ten-
nessee, were randomly assigned to one of three class types within their school:
small, with 13 to 17 students; regular, with 22 to 25 students; and regular with
a full time teacher’s aide, also with 22 to 25 students. Teachers were randomly
assigned to one of the three class types in a second step. Schools participating
in the project were required to be large enough to accommodate at least three
kindergarten classes. Legislation also specified stratification across inner city,
urban, suburban, and rural schools.

Random assignment, for both students and teachers, was to class type not
to specific classrooms. For 31 of the 79 participating schools this distinction is
without content, since in those schools there were only three classrooms (one
of each type). For the 48 schools with more than three classrooms, teachers
and students could have been, in principle, nonrandomly allocated across class-
rooms of the same type.

During the first year, 6,325 students across 325 different classrooms par-
ticipated in the project. At the end of the year Stanford Achievement Tests in
Mathematics and Reading were administered (no pre-intervention test scores
are available). I have normalized the total scaled math and reading test scores
by their sample mean and standard deviation.21 The extraction used below in-
cludes data on 6,172 students across 317 classrooms, the maximum usable sam-
ple.22 The analysis reported below uses only the kindergarten data.

I base estimation on the conditional moment restriction given by equa-
tion (12). I include in W1c a vector of school dummy variables indicating in

20Asymptotic power greater than size will typically follow if either Var(h(εc)|Wc = 1) �=
Var(h(εc)|Wc = 0) or Cov(h(εc)� εc|Wc = 1) �= Cov(h(εc)� εc|Wc = 0) hold. When, for example,
h(εci� εc) = εc/

√
Mc and the variance of εci is constant in Wc , both these conditions fail and the

linear-in-means test will have power equal to size.
21Scaled scores are constructed by the test publisher such that a 1-point increase in test scores

represents the same amount of incremental knowledge at all points along the test score scale.
22Full details of the extraction used can be found in the Supplemental appendix.
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which of the 79 Project STAR schools the cth classroom was located as well as
a binary variable indicating whether the cth classroom is of the regular-with-
aide type and let W2c be a binary indicator for whether the cth classroom is of
the small type. Regular classrooms are the excluded group.

Validity of (12) requires that Assumptions 1.1 and 1.2 hold within subpop-
ulations of classrooms homogeneous in W1c . Identification requires that As-
sumption 1.3 hold.

In the 31 schools with just three kindergarten classrooms, Assumption 1.1
follows directly from the experiment’s protocol. In the remaining 48 schools,
within-class-type sorting and matching could, in principle, invalidate restriction
(12). This seems unlikely as even in larger schools STAR’s protocol left little
scope for systematic classroom formation. Furthermore, as I observe students
during their very first year of formal schooling, it seems likely that adminis-
trators would have had little a priori information upon which to systemati-
cally group students or match them with teachers. Nevertheless, the absence
of explicit double randomization across the set of larger schools is a concern.
Therefore I use the 31 smaller schools, where the experiment’s protocol explic-
itly induced double randomization, to directly test my maintained assumption
of “as if” double randomization across all schools.

Assumption 1.2 is a restriction on the educational production function. By
virtue of random assignment, the distribution of teacher characteristics should
be similar across small, regular, and regular-with-aide classrooms within the
same school. Constancy of the distribution of teaching effectiveness, αc , across
small and regular classrooms follows if teacher characteristics and class type
are stochastically separable in the educational production function.23 Although
this allows for heterogeneity across teachers in their effectiveness across small
and large classrooms, it restricts the population variance of teacher potential
effectiveness in the two types of classrooms to be the same. This is a strong
assumption. It seems a priori plausible that the salience of specific teacher
characteristics for student achievement varies with class size.24 For example,
the importance of a teacher’s ability to maintain order and discipline may grow
with class size. Similarly, a teacher’s ability to customize his pedagogy to the
needs of individual students may be more important in smaller classrooms.

I address possible bias due to nonseparability of teacher attributes and class
type in educational production in two ways. First, in the Supplemental appen-
dix (Graham (2008)) I undertake a formal sensitivity analysis. There I conclude
that the degree of nonseparability would have to be implausibly large to fully
explain the magnitude of my estimates of γ2

0 . Second, also in the Supplemental
appendix, I construct a formal test for nonseparability bias and fail to reject
Assumption 1.2.

23Note that the variance of teaching quality/effectiveness is allowed to differ across schools as
well as in those classrooms which include a teacher’s aide.

24I thank Gary Chamberlain (and many subsequent seminar participants) for clearly articulat-
ing this concern to me.
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The results of both the sensitivity analysis and the formal test are consistent
with qualitative evidence collected in conjunction with Project STAR. Class-
room observations were taken for a subsample of teachers. In the final Project
STAR report Word et al. (1990, p. 123) concluded that “a reader given an un-
marked narrative would be hard pressed to decide whether it was [from] a reg-
ular or small class. Teachers apparently made few changes in curriculum, lesson
format, or methods based on class size.” Complementary statistical analyses
concluded that “teachers appeared to maintain the same pattern of instruction
regardless of class size” (Word et al. (1990, p. 121)). Since Project STAR teach-
ers appear to have used the same instructional technology regardless of class
size, the assumption that the mapping from teacher characteristics to outcomes
is stochastically separable from class size seems reasonable.25

Finally, as discussed in the introduction, Assumption 1.3 is intuitive in the
STAR setting: under random assignment the distribution of average ability
across small classrooms should be more dispersed than the corresponding dis-
tribution across large classrooms. This assumption is testable.

I make the additional parametric assumptions that μY(Wc)=W ′
1cπ1 +W ′

2cπ2�
and that τ2

0(W1c) = W ′
1cβ0, and base estimation on the unconditional moment

restriction

E[Wc(G
b
c −W ′

1cβ0 −Gw
c γ

2
0)] = 0�(14)

Table I reports estimates of γ2
0 using the Project STAR math and reading data.26

Here I focus on the column 1 mathematics results (the reading results are qual-
itatively similar, although less well identified). The estimate of γ2

0 in this case
equals roughly 3.5, suggesting a social multiplier of approximately 1.9.27 The
no social interactions null is easily rejected at the 5 percent level. The γ2

0 pa-
rameter appears to be strongly identified. The first stage F -statistic is over 40,
suggesting that weak instruments are not a concern. The results for reading
achievement are similar, albeit less precisely estimated.

The estimates of γ2 reported in Table I suggest that social interactions sub-
stantively contributed to the learning process of Project STAR kindergarten
students. To get a rough sense of the magnitude of the implied social multi-
plier, observe that under random assignment to classrooms a 1 standard devia-
tion change in peer quality, εc , is given by σε/

√
M�28 Thus the effect on student

25Additional evidence from the education and economics of education literature relevant to
assessing the plausibility of Assumption 1.2 is surveyed in the Supplemental appendix (Gra-
ham (2008)).

26The feasible estimator replaces Gb
c with Ĝb

c = (Ŷc − W ′
1cπ̂1 − W ′

2cπ̂2)
2, where π̂1 and π̂2 are

least squares estimates.
27In principle the sign of γ0 is undetermined, but it is likely positive in the present setting.
28This calculation makes the auxiliary assumption that the variance of εci is homoscedastic

with respect to class size.
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TABLE I

GMM ESTIMATES OF γ2 FOR NORMALIZED MATH AND READING ACHIEVEMENT
TEST SCORESa

(1) (2) (3) (4)
Math Math Reading Reading

γ2 3�47 2�33 5�28 2�11
(1�03) (1�13) (2�48) (1�74)

Regular-with-aide 0�01 −0�00 0�03 0�02
(0�02) (0�02) (0�03) (0�03)

Large-school × small — 0�04 — 0�07
— (0�04) — (0�05)

Large-school × regular-with-aide — 0�01 — −0�00
— (0�040) — (0�04)

p-value H0 :γ2 = 1 0�018 0�24 0�086 0�523
F(df1�df2) 1st-Stage 46�8(1�236) 19�0(1�234) 11�3(1�236) 6.0(1�234)

Number of classrooms 317 317 317 317
School fixed effects Yes Yes Yes Yes

aEstimates based on the sample described in the text. Column 1 reports GMM estimates of γ2
0 for math achieve-

ment based on (14) with the included instrument, W1c , equaling a binary variable for whether a classroom is of the
regular-with-aide type, and full vector school dummies, and the excluded instrument, W2c , equaling a binary variable
for whether a classroom is of the small type. Gb

c is formed by replacing μY (Wc) in (7) with the fitted value associated
with the ordinary least squares fit of Yci onto W1c and W2c � Replacing μY (W c) with a consistent estimate does not
alter the first order asymptotic sampling properties of γ̂2� Column 2 reports results for a model where W1c is aug-
mented by two interaction variables: interactions of an indicator variable for whether a school contains more than
three kindergarten classrooms with each of the two class type indicator variables. Columns 3 and 4 report parallel
estimates using the reading achievement data.

achievement of a 1 standard deviation change in peer quality under this assign-
ment regime relative to a 1 standard deviation change in own ability is given by
(γ0 − 1)/

√
M� Across classrooms of 15 and 22 students this corresponds to

relative changes in mathematics achievement of 0.22 and 0.18, respectively.
For comparison purposes, the relative effect on mean achievement of being
assigned to a small classroom equals 0.20 (i.e., π2/σε).29 The achievement ben-
efit of assignment to a regular classroom with above average peers, was about
equal to that of assignment to a small classroom of average peers.

To test for the possibility that the small class type dummy variable is an in-
valid instrument for Gw

c , I exploit the 31 three classroom schools where teach-
ers and students were randomly assigned to classrooms. I reestimate γ2

0 after
augmenting W1c with the interactions of a dummy for whether a classroom is
in one of the 48 larger schools with the small and regular-with-aide class type
dummies. If within-class-type student sorting and/or student-teaching match-
ing in larger schools is driving my point estimates, then the between-classroom

29This number equals the preliminary (not reported) estimate of π2 in μY(Wc) = W ′
1cπ1 +

W ′
2cπ2 divided by the square root of the sample average of Mc ·Gw

c , which is a consistent estimate
of σ�
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variance contrast across small and regular classrooms in larger (more than
three classrooms) schools should differ significantly from that observed in
small (exactly three classrooms) schools. As is apparent from the coefficient
on the large school by small classroom interaction (column 2), there is no evi-
dence of such a difference. The estimate of γ2

0 reported in column 2 is identi-
fied by small school variance contrasts alone. It is insignificantly different from
the column 1 estimate, albeit also insignificantly different from the no social
interactions null of one.

The balance of the evidence suggests that Assumptions 1.1, 1.2, and 1.3 are
reasonable in the context of the Project STAR experiment with the point esti-
mates of γ2

0 suggesting sizable peer spillovers.

4. SUMMARY

This paper has proposed a new method for identifying social interactions
models using conditional variance restrictions. The method provides a consis-
tent estimate of the social multiplier when social interactions take the linear-
in-means form (Manski (1993)). When social interactions are not of the linear-
in-means form, the estimator, under certain conditions, continues to form the
basis of a consistent test of the no social interactions null. The proposed meth-
ods are straightforward to implement. The GMM representation of the identi-
fying conditions makes inference standard.

The methods are illustrated using data from Tennessee class size reduction
experiment Project STAR. The application suggests that differences in peer
group quality were an important source of individual-level variation in the aca-
demic achievement for Project STAR kindergarten students. This result con-
tributes to a longstanding and controversial debate on the salience of peer
group effects in the learning process (e.g., Coleman (1966), Hoxby (2002), An-
grist and Lang (2004)).

An obvious concern is that the range of applications for which the identifica-
tion approach outlined above is appropriate is limited. Such concerns need to
be contextualized within what is a large, but very problematic, empirical litera-
ture. While this literature has produced substantial evidence of peer spillovers,
little of it is credible. Durlauf (2006, p. 164), in assessment shared by many
other reviewers, argued that “there is little reason why a skeptic should be per-
suaded to change his mind by the statistical evidence [on social interactions]
currently available.”

In such a light the methods presented here are constructive: a specific mech-
anism of group formation, combined with clear technological assumptions,
motivates a straightforward estimation strategy. Applications of the proposed
method to observational data will, of course, be more challenging. Finding sub-
populations of social groups where assignment to groups is as if random is
nontrivial. However, the issues involved are not fundamentally different from,
nor more intractable than, those encountered when, say, evaluating social pro-
grams.
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