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Abstract

This paper establishes consistency of the weighted bootstrap for

quadratic forms
(
n−1/2

∑n
i=1 Zi,n

)T (
n−1/2

∑n
i=1 Zi,n

)
where (Zi,n)ni=1

are mean zero, independent Rd-valued random variables and d = d(n)

is allowed to grow with the sample size n, slower than n1/4. The proof

relies on an adaptation of Lindeberg interpolation technique whereby

we simplify the original problem to a Gaussian approximation problem.

1 Introduction

Since its introduction by Efron (1979) the bootstrap has been widely used as

a method for approximating the distribution of statistics. Many papers have

extended the original idea in terms, both, of the applicability (see Horowitz

(2001) and Hall (1986) for excellent reviews) and of its methodology; of

particular interest for us are the bootstrap procedures: ”wild bootstrap”

(see Mammen (1993)) and more generally the ”weighted bootstrap” (see

Ma and Kosorok (2005)).
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In this paper we attempt to expand the applicability of the weighted

bootstrap procedure to quadratic forms with increasing dimensions. Namely,

we study quadratic forms of the form(
1√
n

n∑
i=1

Zi,n

)T (
1√
n

n∑
i=1

Zi,n

)
(1)

where (Z1,n, ..., Zn,n) are independent (among each other) Rd-valued random

variables with mean zero and general covariance matrix Σn. We show that

its distribution is well-approximated (under the Kolmogorov distance) by

the distribution of(
1√
n

n∑
i=1

ωi,nZi,n

)T (
1√
n

n∑
i=1

ωi,nZi,n

)
(2)

where (ω1,n, ..., ωn,n) are independent bootstrap weights. The novelty in this

paper is that we allow for d = d(n) to increase with the sample size.

Studying the asymptotic behavior of quadratic forms, in particular es-

tablishing bootstrap consistency, is relevant since many statistics of interest

can asymptotically be represented as quadratic forms of (scaled) sample

averages. For instance, the likelihood ratio and Wald test statistics are

asymptotically represented as quadratic forms of the scores; see Van der

Vaart (2000) Ch. 16, and references therein. Portnoy (1988) establishes

such representations for the likelihood ratio test statistics; there d(n) is the

dimension of the parameter of interest and is allowed to grow with n. Hjort

et al. (2009) uses Portnoy’s results to show a quadratic approximation result

for Owen’s (Owen (1990)) empirical likelihood, allowing for d(n)3/n → 0;

see also Peng and Schick (2012). Therefore, by establishing the validity of

the bootstrap for general quadratic forms, we propose an alternative method

for inference for these statistics.

By letting d to increase with sample size we allow for different asymp-

totics, a ”large-d and large-n” asymptotics, rather than the standard ”fixed-

d and large-n”. The former type of asymptotics are more explicit about how

the dimension, d, can affect the quality of the approximations. That is, even
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if the dimension of the parameters does not literally grow with n, if the model

has a large number of parameters, doing ”fixed-d large-n” asymptotics could

be misleading, whereas doing ”large-d large-n” asymptotics could depict a

more accurate picture of the behavior for fixed samples; see Mammen (1989)

for discussion. Our results can also be applied in cases where there is liter-

ally a growing number of parameters. For instance, Chen and Pouzo (2014)

study the asymptotic behavior of the quasi-likelihood ratio and Wald test

statistics in a semi-parametric conditional moment setup; in particular they

show that the statistics are asymptotically equivalent to quadratic forms (1)

under a null hypothesis of increasing dimensions (see Appendix A.4 in their

paper); our results, in conjunction with theirs, could be applied to estab-

lish bootstrap-based inference for the quasi-likelihood ratio and Wald test

statistics.

In order to establish our main result of bootstrap consistency, we use

Lindeberg interpolation techniques (see Chatterjee (2006), Rollin (2013) and

references therein) to approximate the quadratic forms of n−1/2
∑n

i=1 ωi,nZi,n

and n−1/2
∑n

i=1 Zi,n by the ones for Gaussian random variables with zero

mean and variance n−1
∑n

i=1 Zi,nZ
T
i,n and E[Z1,nZ

T
1,n], respectively.

By proceeding in this manner, we are able to reduce the original problem

to a Gaussian approximation problem wherein we need to establish conver-

gence of a Gaussian distribution with zero mean and variance n−1
∑n

i=1 Zi,nZ
T
i,n

to one with zero mean and variance E[Z1,nZ
T
1,n]. We use Slepian inter-

polation (Slepian (1962), Rollin (2013), Chernozhukov et al. (2013a) and

references therein) to accomplish this.

Due to the interpolation techniques used here, we need certain restric-

tions on the higher moments of the random variables. In particular, we

impose growth restrictions on the higher moments of the bootstrap weights

and the Euclidean norm of Z1,n. These conditions essentially restrict the

growth rate of d(n). Although the precise growth rate depends on such

conditions, the dimensions cannot grow faster n1/4.

A number of papers develop large sample results allowing for increas-

ing dimension. To name a few, Portnoy (1988) establishes the validity of

the Wilks phenomenon for the likelihood ratio for exponential families when
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d(n)3/2/n → 0. He and Shao (2000) derive the asymptotic distribution for

M-estimators when the number of parameters is allowed to grow with the

sample size. Recently, a few papers develop this type of results for quadratic

forms of the form (1) allowing for increasing dimensions. In particular, Peng

and Schick (2012) and Xu et al. (2014) develop a central limit theorems for

quadratic forms of sample averages of vectors, allowing for the dimension to

grow with n; both papers discuss several applications and examples. The

results on our paper offer an alternative, bootstrap-based, method for infer-

ence for these cases.

Our paper also contributes to the growing literature of bootstrap results

allowing for increasing dimensions. Mammen (1989) derives asymptotic ex-

pansion for M-estimators in linear models allowing for increasing dimension

and use them to show consistency of a weighted bootstrap. In a different

context, Radulovic (1998) uses Lindeberg interpolation methods allowing

for increasing dimension to show that the functional bootstrap CLT holds

under weaker conditions than equicontinuity; in his paper the restriction

over the growth rate is d(n)6/n → 0. In Chernozhukov et al. (2013b), the

authors derive a Gaussian weighted bootstrap approximation result for the

maximum of the sum of high dimensional random vectors; in this specific

setup the dimension is allowed to grow very fast, even at an exponential

rate. Zhang and Cheng (2014) provide an extension of Chernozhukov et al.

(2013b) to time series. In our paper the object of interest is the `2-norm of

the sum of high dimensional random vectors (as opposed to the `∞-norm),

so the results in these papers are not directly applicable. Finally, in a re-

cent independent work, Spokoiny and Zhilova (2014) study the validity of

the weighted bootstrap procedure for the likelihood ratio test statistics in

finite samples and model misspecification; their results require d(n)3/n to

be ”small”.

Organization of the Paper. In section 2 we define the problem and

impose the required assumptions. Section 3 presents the main result and

a discussion of its implications. Section 4 presents the proof of the main

theorem. In order to keep the paper short, the proofs of intermediate results
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are gathered in the appendix.

Notation. For any vector x ∈ Rd, we use ||x||pp to denote
∑d

l=1 |xl|p and

x[l] to denote the l-th coordinate of the vector; for p = 2 we use ||.||e. tr{A}
denotes the trace of matrix A. We use EP to denote the expectation with

respect to the probability measure P ; for conditional distributions P (·|X)

we use EP (·|X)[·] or sometimes directly EP [·|X]. We use Xn - Yn to denote

that Xn ≤ CYn for some C > 0. We use ∂rf to denote the r-th derivative

of f ; for the cases of r = 1 and r = 2 we use the more standard f ′ and f ′′

notation.

2 Preliminaries

Let {Zi,n ∈ Rd(n) : i = 1, ..., n and n ∈ N} with (d(n))n∈N a non-decreasing

real-valued sequence; d(n) could diverge to infinity. For all n ∈ N, let

Zn ≡ (Z1,n, ..., Zn,n) be independent among themselves with Zi,n ∼ Pn and

EPn [(Zi,n)] = 0 and Σn ≡ EPn [(Zi,n)(Zi,n)T ] ∈ Rd(n)×d(n) positive definite

and finite.

Let Zn ≡ n−1
∑n

i=1 Zi,n, and

EPn [(
√
nZn)(

√
nZn)T ] = n−1

n∑
i=1

EPn [(Zi,n)(Zi,n)T ] = Σn.

For a given matrixA ∈ Rd×d we denote its Eigenvalues as {λ1(A), ..., λd(A)}.

Assumption 2.1. (i) There exists constants 0 < c ≤ C <∞ such that c ≤
λl(Σn) ≤ C for any l = 1, ..., d(n) and n ∈ N, and

max{d(n)(EPn [||Z1,n||3e])2,EPn [||Z1,n||4e],(d(n))4}
n =

o(1); (ii) there exists a γ > 0 such that (d(n))2+γ

nγ EPn [||Z1,n||4+2γ
e ] = o(1); (iii)

there exists a κ > 0 such that (log(d(n)))κ/2d(n)2+κ

n1+κ/2 EPn [||Z1,n||2(2+κ)
2+κ ] = o(1).

2.1 Discussion of the assumption 2.1

The assumption that c ≤ λl(Σn) ≤ C can be somewhat relaxed; for instance,

it could be replaced by lim supn→∞
tr{Σ3

n}
(tr{Σ2

n})3/2
= 0 and tr{Σn}

tr{Σ2
n}
≤ C < ∞.

The rest of assumption 2.1 essentially imposed restrictions on the rate of
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growth of d(n) relative to n. In order to shed more light on the implications

of this part, and to provide sufficient conditions for it, is convenient to bound

the quantities EPn [||Z1,n||4+2γ
e ], etc in the assumption, in terms of d(n).

Clearly, if |Z[l],1,n| ≤ C < ∞ a.s-Pn for all l = 1, ..., d(n) and all n ∈
N, then EPn [||Z1,n||2qe ] = O(d(n)q) for any q > 0.1 For example, such

condition is imposed by Vershynin (2012a) in the context of estimation and

approximation of covariance matrices of high dimensional distributions.

The next lemma shows that the result still holds if we impose the fol-

lowing (milder) restriction: EPn

[
e
λZ2

[l],1,n

]
≤ C < ∞ for some λ > 0. For

instance, if (Z1,n,[l])
2 is a sub-Gamma random variable (Boucheron et al.

(2013) p. 27), then the condition holds since EPn

[
e
λZ2

[l],1,n

]
≤ exp{ λ2v

2(1−cλ)}
for any λ ∈ (0, 1/c) and some c > 0. If Z[l],1,n is sub-Gaussian, then (Z[l],1,n)2

is sub-exponential (see Vershynin (2012b) Lemma 5.14) and the condition

holds by a similar argument.

An appealing feature of this result is that it only imposes restrictions on

the marginal behavior of the components of the vector Z1,n and not its joint

behavior.

Lemma 2.1. Suppose that there exists a C > 0 and λ > 0 such EPn

[
e
λZ2

[l],1,n

]
≤

C for all l = 1, ..., d(n) and all n ∈ N. Then EPn [||Z1,n||2qe ] - d(n)q for any

q > 0.

Proof. Observe that

EPn [(||Z1,n||2e/d(n))q] =

∫ ∞
0

Pn

(
||Z1,n||2e/d(n) ≥ t1/q

)
dt

=q

∫ ∞
0

uq−1Pn

(
||Z1,n||2e/d(n) ≥ u

)
du

since ||Z1,n||2e/d(n) = d(n)−1
∑d(n)

l=1 |Z[l],1,n|2, by the Markov inequality it

follows that for any λ > 0

EPn [(||Z1,n||2e/d(n))q] ≤
(
q

∫ ∞
0

uq−1e−λudu

)
EPn

[
eλd(n)−1

∑d(n)
l=1 |Z[l],1,n|2

]
.

1Recall that for a vector x, x[l] denotes the l-th component.
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By Jensen inequality EPn

[
eλd(n)−1

∑d(n)
l=1 |Z[l],1,n|2

]
≤ d(n)−1

∑d(n)
l=1 EPn

[
eλ|Z[l],1,n|2

]
≤

C. Thus, the desired result follows from the fact that
(
q
∫∞

0 uq−1e−λudu
)

=(
qλ−q

∫∞
0 wq−1e−wdw

)
= qλ−qΓ(q) <∞ for any q > 0.

Therefore, assumption 2.1(i) boils down to d(n)4

n = o(1). For assumption

2.1(ii) is sufficient to impose d(n)4+2γ

nγ = o(1); for γ = 2 it boils down to
d(n)4

n = o(1) but for large γ it (roughly) becomes d(n)2

n = o(1). Finally, for,

say κ = 0, assumption 2.1(iii) is reduced to d(n)2

n EPn [||Z1,n||4e] -
d(n)4

n → 0.

That is, under conditions that bound all (polynomial) moments of the

individual components of Z1,n, the dimension is allowed to grow slower than

the 4th-root of the sample size.

2.2 The Bootstrap Weights

The bootstrap weights are given by {ωin ∈ R : i = 1, ..., n and n ∈ N}
where, for any n ∈ N and conditional on Zn = zn, (ω1n, ..., ωnn) ∼ P∗n(·|zn)

for some P∗n(·|zn).

Assumption 2.2. For all n ∈ N and i = 1, 2, ..., n, (i) (ω1n, ..., ωnn) are

independent and EP∗n(·|Zn) [ωin] = 0 and EP∗n(·|Zn)

[
(ωin − 1)2

]
= 1; (ii) there

exists a q ≥ max{γ + 2, 4}, such that EP∗n(·|Zn) [|ωin|q] ≤ Cw <∞ for some

constant Cw > 0.

Part (i) is standard. Part (ii) is mild considering that the weights are

chosen by the researcher. The technique of proof can easily be adapted to the

case where the following (stronger) restriction is imposed: EP∗n(·|Zn) [exp{ωin}] ≤
Cw <∞.

3 The Main Result

We now present the main result of the paper. In what follows, for any

measurable function zn 7→ f(zn) we use |f(Zn)| = oPn(1) to denote: For any

ε > 0, there exists a N(ε) such that for all n ≥ N(ε), Pn(|f(Zn)| ≥ ε) < ε.

Let Z∗n ≡ n−1
∑n

i=1 ωi,nZi,n be the bootstrap analog of Zn.
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Theorem 3.1. Suppose assumption 2.1 and 2.2 hold. Then

sup
t∈R

∣∣P∗n (||√nZ∗n||2e ≥ t | Zn)−Pn

(
||
√
nZn||2e ≥ t

)∣∣ = oPn(1).

3.1 Comments and discussion

We now present some remarks and discuss some implications of the preceding

theorem.

Heuristics. We postpone the somewhat long proof of the theorem to

section 4; here we present an heuristic argument. The first step in the proof

is to approximate the indicator function x 7→ 1{||x||2e ≥ t} by ”smooth”

functions x 7→ Pt,δ,h(||x||2e); the exact expression for Pt,δ,h is presented in

lemma B.1 and follows from the suggestion by Pollard (2001) p. 247. The

functions are indexed by (h, δ) where h is ”small” compared to δ and as

δ → 0 the function Pt,δ,h converges to the indicator function

The second step uses the fact that Pt,δ,h belongs to a class of ”smooth”

functions, and applies Lindeberg interpolation techniques (Chatterjee (2006)

and Rollin (2013) among others) to approximate
√
nZ∗n by

√
nUn ≡ n−1/2

∑n
i=1 Ui,n

and
√
nZn by

√
nV ≡ n−1/2

∑n
i=1 Vi,n, where (Ui,n)ni=1 are independent

Gaussian with zero mean and variance Zi,nZ
T
i,n and (Vi,n)ni=1 are independent

Gaussian with zero mean and variance E[Z1,nZ
T
1,n]. We use Φ∗n(·|Zn) and

Φn respectively, to denote their probability distributions. The following the-

orems formalize this, and can be viewed of independent interest since they

show that a ”generalized invariance principle” holds in our setup (formal

proofs of these theorems are relegated to Appendix A).

Theorem 3.2. Suppose assumption 2.1 and 2.2 hold. For any h > 0,

sup
f∈Ch−1

∣∣EP∗n

[
f
(
||
√
nZ∗n||2e

)
|Zn
]
− EΦ∗n

[
f
(
||
√
nUn||2e

)
|Zn
]∣∣ = oPn(h−2)

where CM be the class of functions f : R → R that are three times

continuously differentiable and supx |∂rf(x)| ≤ (M)r and supx |f(x)| ≤ 1.
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Theorem 3.3. Suppose assumption 2.1 and 2.2 hold. For any h > 0,

sup
f∈Ch−1

∣∣EPn

[
f
(
||
√
nZn||2e

)]
− EΦn

[
f
(
||
√
nVn||2e

)]∣∣ = o(h−2).

By using theorems 3.2 and 3.3 we have reduced the original problem to

a Gaussian approximation problem. That is, we need to establish conver-

gence (under the distance induced by C) of a Gaussian distribution with zero

mean and variance n−1
∑n

i=1 Zi,nZ
T
i,n to one with zero mean and variance

E[Z1,nZ
T
1,n]. Lemma 4.3 in Section 4 — which is based in the Slepian in-

terpolation (Chernozhukov et al. (2013b), Chernozhukov et al. (2013a) and

Rollin (2013) and references therein)— establishes that is enough to show

that

d(n) max
1≤j,l≤d(n)

∣∣∣∣∣n−1
n∑
i=1

Z[j],i,nZ[l],i,n − EPn [Z[j],1,nZ[l],1,n]

∣∣∣∣∣ = oPn(1). (3)

A similar result is obtained by Chernozhukov et al. (2013b) without the scal-

ing factor of d(n); their setup, however, is different since the object of interest

is max1≤j≤d(n) |n−1/2
∑n

i=1 Z[j],i,n| (as opposed to ||n−1/2
∑n

i=1 Zi,n||2e). Be-

low we show that, employing standard arguments, the expression 3 holds

under our assumptions.

Asymptotic Distribution of ||
√
nZn||2e. An implication of the proof

of Theorem 3.1 and Theorem 3.3 is that

sup
t∈R

∣∣∣∣∣Pn

(
||
√
nZn||2e − d(n)√

d(n)
≥ t

)
−Φn

(
||
√
nVn||2e − d(n)√

d(n)
≥ t

)∣∣∣∣∣ = o(1).

That is, if Σn = Id(n) then this expression and a direct application of the

CLT (when d(n) → ∞) imply that ||
√
nZn||2e−d(n)√

2d(n)
⇒ N(0, 1) or, informally,

||
√
nZn||2e is approximately chi-square distributed with d(n) degrees of free-

dom. When Σn 6= Id(n), the last claim is no longer true but it holds that
||
√
nZn||2e−tr{Σn}√

2tr{Σ2
n}

is approximately distributed as
∑d(n)

j=1
λj(Σn)(χj−1)√
2
∑d(n)
j=1 λ

2
j (Σn)

with

χ2
j drawn from a chi-square with degree one; see Xu et al. (2014) and Peng
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and Schick (2012) for a discussion regarding these results.

We note that in Theorem 3.1 no scaling (by −d(n) and 1/
√

2d(n) or

−tr{Σn} and 1/
√

2tr{Σ2
n}) is needed. That is, although the mean and

variance of ||
√
nZn||2e are ”drifting” to infinity, the bootstrap still provides

a good approximation since the moments of ||
√
nZ∗n||2e are mimicking this

behavior.

On the Lindeberg Interpolation. Theorems 3.2 and 3.3 are based

on the following Lindeberg interpolation for quadratic forms (formal proofs

of this theorem are relegated to Appendix A).2

Theorem 3.4. Let (A1, ..., An) ∈ Rd×n and (B1, ..., Bn) ∈ Rd×n be random

matrices independent from each other. Suppose for each 1 ≤ i ≤ n, Ai has

finite second moments with E[Ai] = 0, A1, ..., An are independent, and Bi

has finite second moments, with E[Bi] = 0 and B1, ..., Bn are independent.

Suppose E[AiA
T
i ] = E[BiB

T
i ] ≡ Ci. Let f : R → R be three times differen-

tiable and for r = 1, 2, 3, |∂rf(·)| ≤ Lr(f). Then for any ε > 0 and for any

q > 0

|E[f(||
n∑
i=1

Ai||2e)]− E[f(||
n∑
i=1

Bi||2e)]| ≤ Sn + L2(f)

(
L3(f)

L2(f)

)q
Rn

where Sn = S1,n + S2,n, with

S1,n =
n∑
i=1

|E
[
f ′′
(
||Si:n||2e

)]
E[||Bi||4e]− E[||Ai||4e]|

S2,n =4
n∑
i=1

|E
[
f ′′
(
||Si:n||2e

)
STi:n
] (
E[Bi||Bi||2e]− E[Ai||Ai||2e]

)
|

Rn =
n∑
i=1

E
[(
STi:nBi + ||Bi||2e

)2+q
+
(
STi:nAi + ||Ai||2e

)2+q
]

and Si:n ≡
∑i−1

j=1Aj + 0 +
∑n

j=i+1Bj.

A few remarks regarding this theorem are in order. First, in lemma A.1

2This Lindeberg interpolation builds on the approach in Xu et al. (2014).
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in the Appendix we provide bounds for Sn (and Rn). These bounds only

use restrictions imposed on the higher moments of the original data and the

bootstrap weights (see assumptions 2.1(i)(ii) and 2.2). However, it is easy

to see that if one would have additional information on the higher moments,

one could obtain sharper bounds for Sn. For instance, to show Theorem 3.2,

we apply theorem 3.4 with Ai = n−1/2ωi,nZi,n and Bi = n−1/2uiZi,n with

ui ∼ N(0, 1). If we would have that (ωi,n)ni=1 were such that E[|ωi,n|4] =

E[(z)4] with z ∼ N(0, 1), then S1,n = 0 (a similar observation applies to

S2,n). These bounds in Sn, in turn, will translate to faster rates of the

bootstrap approximation.

Second, the interpolation compares the quantities
∑n

i=1Ai with
∑n

i=1Bi

by comparing ”one component at a time”. This comparison is essentially

divided into two parts. First, we compare ||Si:n + Ai||2e and ||Si:n + Bi||2e,
which are real-valued quantities. Second, we exploit the smoothness of the

univariate function f to bound its variation using Taylor’s approximation.

Loosely speaking, the first step reduces the problem to an univariate one.

An alternative approach would be to consider interpolations for multivariate

functions (e.g. Chatterjee and Meckes (2008)) of the form g : Rd(n) → R
with g(x) ≡ f(||x||2e). As can be seen from the derivations in Chatterjee

and Meckes (2008), the reminder term will also require bounds on higher

derivatives of g (and thus f), but of the form supx 6=y
‖Hess(g)(x)−Hess(g)(y)‖op

||x−y||e .
3 Which approach is better depends largely on what type of restrictions

over the class of test functions are natural in the problem at hand. For us,

||∂rf ||L∞ < ∞ is a natural assumption, but in other applications it could

be too strong.

More generally, this discussion illustrates the relationship between re-

strictions in the class of test functions (C) and the bounds on higher order

moments and ultimately the rate of growth of d(n).

Bootstrap P-Value. For any α ∈ (0, 1) and Zn ∈ Rd(n), let tn(α,Zn) ≡
inf{t : P∗n

(
||
√
nZ∗n||2e ≤ t | Zn

)
≥ α}. Due to the distribution consistency

3Hess(g) is the Hessian of the function and ||.||op is the operator norm. Other type of
bounds could be found in Raic (2004) based on Hilbert-Schmidt norm.
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result proven in Theorem 3.1, we can approximate the α-th quantile of the

distribution of ||
√
nZn||2e by tn(α,Zn), in the sense that

Pn

(
||
√
nZn||2e ≥ tn(α,Zn)− η

)
≤ α+ o(1)

for any η > 0. If tn(α,Zn) is a continuity point of P∗n (·|Zn), then P∗n
(
||
√
nZ∗n||2e ≥ tn(α,Zn) | Zn

)
=

α, and the previous display becomes Pn

(
||
√
nZn||2e ≥ tn(α,Zn)

)
= α+o(1).

Hence, Theorem 3.1 can be used to construct valid p-values based on the

bootstrap.

4 Proof of Theorem 3.1

Recall that x ∈ Rd(n) 7→ ||x||2e ≡ xTx and that CM is the class of functions f :

R→ R that are three times continuously differentiable and supx |∂rf(x)| ≤
(M)r.

All the proofs of the lemmas in this section are relegated to Appendix

B.

For any two probability measures Q and P , let

∆M (P,Q) ≡ sup
f∈CM

|EP [f(||X||2e)]− EQ[f(||Y ||2e)]|. (4)

We want to establish the following: For any ε′ > 0, there exists a N(ε′)

such that

Pn

(
sup
t∈R

∣∣P∗n (||√nZ∗n||2e ≥ t | Zn)−Pn

(
||
√
nZn||2e ≥ t

)∣∣ ≥ ε′) < ε′

for all n ≥ N(ε). Observe that

Pn

(
sup
t∈R

∣∣P∗n (||√nZ∗n||2e ≥ t | Zn)−Pn

(
||
√
nZn||2e ≥ t

)∣∣ ≥ ε′)
≤Pn

(
{sup
t∈R

∣∣P∗n (||√nZ∗n||2e ≥ t | Zn)−Pn

(
||
√
nZn||2e ≥ t

)∣∣ ≥ ε′} ∩ Sn)
+ Pn

(
SCn
)

12



where Sn ≡ {Zn : n−1
∑n

i=1 ||Zi,n||2e ≤ (0.5ε′)−1tr{Σn}}. By the Markov

inequality Pn

(
SCn
)
≤ 0.5ε′. Thus, it suffices to show that

Pn

({
sup
t∈R

∣∣P∗n (||√nZ∗n||2e ≥ t | Zn)−Pn

(
||
√
nZn||2e ≥ t

)∣∣ ≥ ε′} ∩ Sn) < 0.5ε′

(5)

By the triangle inequality, for all t ∈ R and Zn

|EP∗n

[
1{||
√
nZ∗n||2e ≥ t} | Zn

]
− EPn

[
1{||
√
nZn||2e ≥ t}

]
|

≤|EP∗n

[
1{||
√
nZ∗n||2e ≥ t} | Zn

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]
|

+ |EPn

[
1{||
√
nZn||2e ≥ t}

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]
|

where Vn ≡ n−1
∑n

i=1 Vi,n with Vi,n ∼ i.i.d. − N(0,Σn). We use Φn to

denote the probability of (Vi,n)ni=1.

Therefore, in order to obtain display 5, it suffices to bound

Pn

(
{sup
t∈R

∣∣EP∗n

[
1{||
√
nZ∗n||2e ≥ t} | Zn

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]∣∣ ≥ 0.5ε′} ∩ Sn
)
< 0.25ε′

(6)

and

lim
n→∞

sup
t∈R

∣∣EPn

[
1{||
√
nZn||2e ≥ t}

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]∣∣ = 0 (7)

The next two lemmas allow us to ”replace” the indicator functions by

”smooth” functions.

Lemma 4.1. Suppose assumption 2.1(i) holds. For any ε > 0, there exists

a γ(ε) and N(ε) such that for all n ≥ N(ε) and all h ≤ h(ε,
√
tr{Σ2

n}γ(ε))

sup
t∈R

∣∣EPn

[
1{||
√
nZn||2e ≥ t}

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]∣∣ (8)

≤ ε

1− ε
+ 3ε+ ∆h−1(Pn,Φn). (9)

where, recall that, ∆h−1(Pn,Φn) = supf∈Ch−1

∣∣EPn

[
f
(
||
√
nZn||2e

)]
− EΦn

[
f
(
||
√
nVn||2e

)]∣∣.
13



And

Lemma 4.2. Suppose assumption 2.1(i) holds. For any ε > 0, there exists

a γ(ε) and N(ε) such that for all n ≥ N(ε) and all h ≤ h(ε,
√
tr{Σ2

n}γ(ε))

sup
t∈R

∣∣EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
− EPr

[
1{||
√
nVn||2e ≥ t}

]∣∣
≤ ε

1− ε
+ 3ε+ ∆h−1(P∗n(·|Zn),Φn), (10)

for any Zn ∈ Rd(n).

where, recall that,

∆h−1(P∗n(·|Zn),Φn) = sup
f∈Ch−1

∣∣EP∗n

[
f
(
||
√
nZ∗n||2e

)
|Zn
]
− EΦn

[
f
(
||
√
nVn||2e

)]∣∣
(11)

Remark 4.1. The previous lemma holds for any h provided that is below

h ≤ h(ε,
√
tr{Σ2

n}γ(ε)). The intuition from this restriction is as follows: h

and δn ≡
√
tr{Σ2

n}γ(ε) index the ”smooth” function we use to approximate

x 7→ 1{||x||2e ≥ t}; see lemma B.1 in the Appendix for a precise expression.

It turns out that h has to be ”small” relative to δn. Therefore, we need the

bound h(ε, δn).

It is worth to note that, for the ”smooth” function to be a good approx-

imation of 1{|| · ||2e ≥ t}, we need δn to be “small” (see the proof of lemma

4.2 in the Appendix). What we mean by δn to be “small” depends on how

||
√
nVn||2e concentrates mass. Lemma B.4 establishes an anti-concentration

result, wherein we obtain that this random variable puts very little mass in

any given interval. Therefore δn could actually be quite large, of the order

of
√
tr{Σ2

n}.

Therefore, by letting ε in the lemmas be such that ε
1−ε + 3ε = 0.25ε′ we

obtain

sup
t∈R

∣∣EPn

[
1{||
√
nZn||2e ≥ t}

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]∣∣ ≤ 0.25ε′ + ∆h−1(Pn,Φn)

(12)

14



and

Pn

(
{sup
t∈R

∣∣EP∗n

[
1{||
√
nZ∗n||2e ≥ t} | Zn

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]∣∣ ≥ 0.5ε′} ∩ Sn
)

≤ Pn

(
{∆h−1(P∗n(·|Zn),Φn) ≥ 0.25ε′} ∩ Sn

)
(13)

for all n ≥ N(ε) and all h ≤ h(ε, δn).

By the triangle inequality and straightforward algebra, it follows that

Pn

(
{∆h−1(P∗n(·|Zn),Φn) ≥ 0.25ε′} ∩ Sn

)
≤ Pn

(
{∆h−1(P∗n(·|Zn),Φ∗n(·|Zn)) ≥ 1

8
ε′} ∩ Sn

)
+ Pn

(
{∆h−1(Φ∗n(·|Zn),Φn) ≥ 1

8
ε′} ∩ Sn

)
where Φ∗n(·|Zn) denotes the conditional probability (given the original data

Zn ) associated to Un ≡ n−1
∑n

i=1 Ui,n with Ui,n ∼ i.i.d.−N(0, Zi,nZ
T
i,n).

Hence, by the previous display and equations 5, 6-7, 12 and 13, in order

to show the desired result it suffices to show that: For all ε′, there exists a

N(ε′) such that

Pn

(
{∆h−1(P∗n(·|Zn),Φ∗n(·|Zn)) ≥ ε′} ∩ Sn

)
< ε′, (14)

Pn

(
{∆h−1(Φ∗n(·|Zn),Φn) ≥ ε′} ∩ Sn

)
< ε′, (15)

and ∆h−1(Pn,Φn) < ε′ (16)

for all n ≥ N(ε′) and some h ≤ h(ε,
√
tr{Σ2

n}γ(ε)). Theorems 3.2 and 3.3

establish expressions 14 and 16.

Remark 4.2. From lemma B.2, h(ε,
√
tr{Σ2

n}γ(ε)) =
√
tr{Σ2

n}γ(ε)/Φ−1(ε)

and thus h can be taken to be proportional (up to a constant that depends

on ε) to
√
tr{Σ2

n}. Hence, under assumption 2.1(i), h can be taken to be

such that h−2 - d(n)−1. Therefore, Theorems 3.2 and 3.3 actually imply a

stronger result: ∆h−1(Pn,Φn) = o(d(n)−1) and ∆h−1(P∗n(·|Zn),Φ∗n(·|Zn)) =

oPn(d(n)−1).

We have thus reduced the original problem to a Gaussian approximation

15



problem. That is, it remains to show that

Pn

(
{∆h−1(Φ∗n(·|Zn),Φn) ≥ ε′} ∩ Sn

)
< ε′. (17)

Since
√
nUn ∼ N(0, Σ̂n) (with Σ̂n = n−1

∑n
i=1 Zi,nZ

T
i,n) and

√
nVn ∼

N(0,Σn), the previous display is equivalent to showing that

Pn

(
{∆h−1(N(0, Σ̂n), N(0,Σn)) ≥ ε′} ∩ Sn

)
< ε′.

Essentially, this expression follows by the fact that Σ̂n converges in prob-

ability to Σn in a suitable norm. The following lemma formalizes this.

Lemma 4.3. For any h > 0 and any n ∈ N

∆h−1(Φ∗n(·|Zn),Φn) -max
j,l

∣∣∣∣∣
{
n−1

n∑
i=1

Z[j],i,nZ[l],i,n − Σ[l,j],n

}∣∣∣∣∣
× h−1d(n)

(
h−1tr{Σn}+ h−1tr{Σ̂n}+ 2

)
.

Observe that for any Zn ∈ Sn = {Zn : n−1
∑n

i=1 ||Zi,n||2e ≤ (0.5ε′)−1tr{Σn}},
the RHS of the expression in the Lemma is bounded above by d(n)h−1{h−1(ε′)−1tr{Σn}+
2}.

Thus by lemma 4.3, in order to establish the desired result, it suffices to

show that

Pn

(
max
j,l

∣∣∣∣∣n−1
n∑
i=1

Z[l],i,nZ[j],i,n − Σ[j,l],n

∣∣∣∣∣ ≥ (ε′)2

d(n)h−2tr{Σn}
∩ Sn

)
< ε′

(18)

for sufficiently large n. Henceforth, let cn ≡ (ε′)2

d(n)h−2tr{Σn} and let Ai,n[j, l] ≡
Z[j],i,nZ[l],i,n, observe that

EPn [Ai,n[j, l]] = EPn [Z[j],i,nZ[l],i,n] = Σ[j,l],n.

Let Ai,n[j, l] = AL
i,n[j, l] + AU

i,n[j, l] ≡ Ai,n[j, l]1{|Ai,n[j, l]| ≤ dn} +

Ai,n[j, l]1{|Ai,n[j, l]| ≥ dn} where (dn)n with dn > 0 is defined below.
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Clearly, AL
i,n[j, l] ≤ dn. So, by Hoeffding inequality (see Boucheron et al.

(2013) p. 34)

Pn

(
max
j,l
|n−1

n∑
i=1

{AL
i,n[j, l]− EPn [AL

i,n[j, l]]}| ≥ cn

)

≤
∑
j,l

Pn

(
|n−1

n∑
i=1

{AL
i,n[j, l]− EPn [AL

i,n[j, l]]}| ≥ cn

)

-C exp

{
2 log(d(n))− nc

2
n

d2
n

}

Therefore, by setting dn = cn
√

n0.25
log(d(n)) , the previous display implies that

Pn

(
|n−1

n∑
i=1

{AL
i,n[j, l]− EPn [AL

i,n[j, l]]}| ≥ ε′
)
≤ ε′,

for sufficiently large n.

Second, by the Markov inequality and the fact that

EPn

[(
{AU

i,n[j, l]− EPn [AU
i,n[j, l]]}

) (
{AU

k,n[j, l]− EPn [AU
k,n[j, l]]}

)]
= 0

(19)

for all i 6= k, it follows that

Pn

(
max
j,l
|n−1

n∑
i=1

{AU
i,n[j, l]− EPn [AU

i,n[j, l]]}| ≥ cn

)

≤
∑
j,l

(cn)−2EPn

(n−1
n∑
i=1

{AU
i,n[j, l]− EPn [AU

i,n[j, l]]}

)2


=(cn)−2n−1
∑
j,l

EPn

[(
{AU

1,n[j, l]− EPn [AU
1,n[j, l]]}

)2]
≤(cn)−2n−1

∑
j,l

EPn

[(
AU

1,n[j, l]
)2]

17



Therefore by the Markov inequality, for p > 0

Pn

(
max
j,l
|n−1

n∑
i=1

{AU
i,n[j, l]− EPn [AU

i,n[j, l]]}| ≥ cn

)

≤ 1

c2
nn(dn)p

d(n)∑
j=1

d(n)∑
l=1

EPn

[(
Z[j],1,nZ[l],1,n

)2+p
]

=
1

c2
nn(dn)p

EPn

d(n)∑
j=1

(Z[j],1,n)2+p

2
Since dn = cn

√
n0.25

log(d(n)) and cn ≡ (ε′)2

d(n)h−2tr{Σn} , it follows that

Pn

(
max
j,l
|n−1

n∑
i=1

{AU
i,n[j, l]− EPn [AU

i,n[j, l]]}| ≥ cn

)

-
log(d(n))p/2

c2+p
n n1+p/2

EPn

d(n)∑
j=1

(Z[j],1,n)2+p

2
-

(log(d(n)))p/2d(n)2+p(tr{Σn})2+p

h4+2pn1+p/2
EPn

d(n)∑
j=1

(Z[j],1,n)2+p

2
Since we can set h �

√
tr{Σ2

n}, the RHS becomes

(log(d(n)))p/2d(n)2+p

n1+p/2

(
tr{Σn}
tr{Σ2

n}

)2+p
EPn

[(∑d(n)
j=1 (Z[j],1,n)2+p

)2
]
. By choosing p =

κ, by assumptions 2.1(i) and 2.1(iii), the term vanishes as n→∞.

Therefore, equation 18 is established and with that the proof of Theorem

3.1.
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Appendix

A Proof of Theorems 3.4, 3.2 and 3.3

The next lemma provides a bound for Sn and Rn in theorem 3.4.

Lemma A.1. Suppose the same conditions of Theorem 3.4. Then,

S1,n ≤L2(f)

n∑
i=1

E[||Bi||4e + ||Ai||4e]

S2,n ≤L2(f)

√√√√ n∑
j=1

tr{Cj}
n∑
i=1

(
E
[
||Bi||3e

]
+ E

[
||Ai||3e

])
.

And, for any q > 0

Rn -
n∑
i=1

(
E
[(
STi:nBi

)2+q
+
(
STi:nAi

)2+q
]

+ E
[
||Bi||4+2q

e

]
+ E

[
||Ai||4+2q

e

])
.

and

n∑
i=1

E
[(
STi:nBi

)2+q
]

-
n∑
i=1

E[||Bi||2+q
e ] max


 n∑
j=1

E
[
||Sj ||2e

]1+0.5q

,
n∑
j=1

E
[
||Sj ||2+q

e

] .

and an analogous expression holds for
∑n

i=1E
[(
STi:nAi

)2+q
]
.

Proof of Lemma A.1. S1,n is trivially bounded by L2(f)
∑n

i=1E[||Bi||4e +

||Ai||4e]. Regarding S2,n, observe that

n∑
i=1

|E
[
f ′′
(
||Si:n||2e

)
STi:n
] (
E[Bi||Bi||2e]

)
| ≤L2(f)

n∑
i=1

E
[
||Si:n||e||Bi||3e

]
≤L2(f)

n∑
i=1

√
E [||Si:n||2e]E

[
||Bi||3e

]
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by independence of Si:n and Bi and Cauchy-Swarchz. Also, E[Si:nSTi:n] =∑n
j=1E[SjS

T
j ], so E

[
||Si:n||2e

]
= tr{E[Si:nSTi:n]} =

∑n
j=1 tr{Cj}. A similar

results holds when Bi is replaced by Ai. Therefore

S2,n ≤L2(f)

√√√√ n∑
j=1

tr{Cj}
n∑
i=1

(
E
[
||Bi||3e

]
+ E

[
||Ai||3e

])
.

Regarding Rn. Note that

n∑
i=1

E
[(
STi:nBi + ||Bi||2e

)2+q
]
-

(
n∑
i=1

E
[(
STi:nBi

)2+q
]

+
n∑
i=1

E
[
(||Bi||e)4+2q

])
.

Observe that E
[(
STi:nBi

)2+q
]

= E

[
E

[(∑n
j=1 S

T
j bi

)2+q
|Bi = bi

]]
. Since

(Sj)j does not contain Bi, conditioning on Bi = bi, (STj bi)j is an independent

sequence.

Therefore, by Johnson et al. (1985), for any q > 0,

E
[(
STi:nbi

)2+q
]

-

max


√√√√√E

 n∑
j=1

STj bi

2,
 n∑
j=1

E
[(
STj bi

)2+q
]1/(2+q)




2+q

(where the expectation is only with respect to (Sj)
n
j=1, not bi). By indepen-

dence, and the fact that E[STj bi] = 0,

E

 n∑
j=1

STj bi

2 =E

 n∑
j=1

(
STj bi

)2 = tr

E
 n∑

j=1

SjS
T
j

 bibTi
 .

Also, note that

n∑
j=1

E
[(
STj bi

)2+q
]
≤

n∑
j=1

E
[
(||Sj ||e||bi||e)2+q

]
= (||bi||e)2+q

n∑
j=1

E
[
(||Sj ||e)2+q

]
.

Therefore, using these bounds and taken expectation with respect to Bi
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and after straightforward algebra,

n∑
i=1

E
[(
STi:nBi

)2+q
]

-
n∑
i=1

E[||Bi||2+q
e ] max


 n∑
j=1

E
[
||Sj ||2e

]1+0.5q

,
n∑
j=1

E
[
||Sj ||2+q

e

] .

An analogous steps can be taken to show the same result replacing Bi by

Ai; they will be omitted.

Proof of Theorem 3.4 . Let Si:n ≡
∑i−1

j=1Aj+0+
∑n

j=i+1Bj ≡
∑n

j=1 Sj . Ob-

serve that (Si)
n
i=1 are independent and E[Si] = 0, also E[SiS

T
i ] = E[BiB

T
i ] =

Ci. Also, note that S1:n ≡
∑n

i=1Bi−B1 and Sn:n ≡
∑n

i=1Ai−An. Moreover

Si:n +Ai =

 i∑
j=1

Aj +
n∑

j=i+1

Bj

 = Si+1:n +Bi+1. (20)

Therefore,

n∑
i=1

E
[
f
(
||Si:n +Bi||2e

)
− f

(
||Si:n +Ai||2e

)]
= E

[
f

(
||

n∑
i=1

Bi||2e

)
− f

(
||

n∑
i=1

Ai||2e

)]
.

Observe that ||Si:n + Bi||2e = ||Si:n||2e + ||Bi||2e + 2STi:nBi. Therefore, by

this fact and three times differentiability of f , it follows that

f
(
||Si:n +Bi||2e

)
− f

(
||Si:n||2e

)
=f ′

(
||Si:n||2e

) (
||Bi||2e + 2STi:nBi

)
+ 0.5f ′′

(
||Si:n||2e

) (
||Bi||2e + 2STi:nBi

)2
+Ri,1,n
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where Ri,1,n is a reminder term which will be defined later. Similarly

f
(
||Si:n +Ai||2e

)
− f

(
||Si:n||2e

)
=f ′

(
||Si:n||2e

) (
||Ai||2e + 2STi:nAi

)
+ 0.5f ′′

(
||Si:n||2e

) (
||Ai||2e + 2STi:nAi

)2
+Ri,2,n

Hence

E
[
f
(
||Si:n +Bi||2e

)
− f

(
||Si:n +Ai||2e

)]
=E

[
f ′
(
||Si:n||2e

) (
||Ai||2e − ||Bi||2e + 2STi:n(Ai −Bi)

)]
+ 0.5E

[
f ′′
(
||Si:n||2e

){(
||Bi||2e + 2STi:nBi

)2 − (||Ai||2e + 2STi:nAi
)2}]

+ E [Ri,1,n −Ri,2,n]

≡Fi,n + Si,n + E [Ri,1,n −Ri,2,n]

Therefore, it suffices to bound the first order terms Fn ≡
∑n

i=1 Fi,n, sec-

ond order terms Sn ≡
∑n

i=1 Si,n and the remainder terms E [Ri,1,n −Ri,2,n].

The First order terms, Fn. Since Si:n is independent with Ai and

Bi and E[Ai] = E[Bi] = 0 and E[AiA
T
i ] = E[BiB

T
i ] it readily follows that

n∑
i=1

E
[
f ′
(
||Si:n||2e

)
STi:n (Bi −Ai)

]
=

n∑
i=1

E
[
f ′
(
||Si:n||2e

)
STi:n
]
E [(Bi −Ai)] = 0

and

n∑
i=1

E
[
f ′
(
||Si:n||2e

) (
||Bi||2e − ||Ai||2e

)]
=

n∑
i=1

E
[
f ′
(
||Si:n||2e

)]
E
[(
||Bi||2e − ||Ai||2e

)]
= 0.

The term Second order terms, Sn. For this term it suffices to
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study the following terms:

S1,n ≡
n∑
i=1

E
[
f ′′
(
||Si:n||2e

) (
||Bi||4e − ||Ai||4e

)]
S2,n ≡

n∑
i=1

E
[
f ′′
(
||Si:n||2e

)
4
(
(STi:nBi)2 − (STi:nAi)2

)]
S3,n ≡

n∑
i=1

E
[
f ′′
(
||Si:n||2e

)
4STi:n

(
Bi||Bi||2e −Ai||Ai||2e

)]
.

By independence of Si:n withAi andBi, S1,n =
∑n

i=1E
[
f ′′
(
||Si:n||2e

)]
E
[
||Bi||4e − ||Ai||4e

]
.

Regarding S2,n, because Si:n is independent to Ai and Bi and E[AiA
T
i ] =

E[BiB
T
i ], it follows that E

[
STi:nBiBT

i Si:n
]

= E
[
STi:nAiATi Si:n

]
and thus

S2,n = 0.

Finally, regarding S3,n, observe that by independence of Si:n and Bi and

Ai

|S3,n| ≤ 4
n∑
i=1

|E
[
f ′′
(
||Si:n||2e

)
STi:n
] (
E[Bi||Bi||2e]− E[Ai||Ai||2e]

)
|

The remainder terms, R1,n and R2,n. By Taylor’s theorem it follows

that: For any q > 0

n∑
i=1

E [|Ri,1,n|] -L2(f)1−qL3(f)q
n∑
i=1

E
[(
STi:nBi + ||Bi||2e

)2+q
]

A.1 Proof of Theorem 3.2

Proof of Theorem 3.2. We first note that is enough to bound

Pn

({
sup

f∈Ch−1

∣∣EP∗n

[
f
(
||
√
nZ∗n||2e

)
|Zn
]
− EΦ∗n

[
f
(
||
√
nUn||2e

)
|Zn
]∣∣ ≥ ε} ∩Kn

)

where Kn ≡ {Zn : n−1
∑n

i=1 ||Zi,n||2e ≤ (0.5ε′)−1tr{Σn} ≡Mn}.
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The strategy of proof consists of applying the results in Theorem 3.4

and Lemma A.1, with Ai = n−1/2ωi,nZi,n and Bi = n−1/2uiZi,n where

ui ∼ N(0, 1). Then use the Markov inequality and show that the expectation

(under Pn) of the terms in the RHS of the main expression in Theorem 3.4,

Sn and Rn, vanishes as n→∞.

The leading terms, Sn. For this case
∑n

i=1E[(||Bi||e)4] - n−2
∑n

i=1 ||Zi,n||4e
and

∑n
i=1E[(||Ai||e)4] - n−2

∑n
i=1 ||Zi,n||4e, under assumption 2.2. There-

fore, S1,n in Theorem 3.4 is bounded above (up to a constant) by n−1
(
n−1

∑n
i=1 ||Zi,n||4e

)
.

Therefore, since L2(f) = h−2, EPn [S1,n] - h−2n−2
∑n

i=1EPn [||Zi,n||4e] =

h−2n−1EPn [||Z1,n||4e] which is of order o(h−2) by assumption 2.1(i).

Observe that in this case E[SiS
T
i ] = n−1Zi,nZ

T
i,n and thus

S2,n -h−2

√√√√n−1

n∑
i=1

||Zi,n||2en−3/2
n∑
i=1

E[|ωi,n|3 + |ui,n|3]||Zi,n||3e

-h−2

√√√√n−1

n∑
i=1

||Zi,n||2en−3/2
n∑
i=1

||Zi,n||3e.

For any Zn ∈ Kn, S2,n - h−2
√
Mnn

−3/2
∑n

i=1 ||Zi,n||3e. Therefore,

EPn [S2,n1{Kn}] - h−2
√
Mnn

−3/2
∑n

i=1EPn [||Zi,n||3e] = h−2
√
Mnn

−1/2EPn [||Z1,n||3e],
which is of order o(h−2) by assumption 2.1(i).

The remainder terms, Rn. To bound the remainder term in the ex-

pression of Theorem 3.4 we use lemma A.1 and the fact that L2(f) = h−2.

Observe that
(
tr
{∑n

j=1E
[(
STj Sj

)]})1+0.5q
=
(
tr
{
n−1

∑n
j=1 Zj,nZ

T
j,n

})1+0.5q
=(

n−1
∑n

j=1 ||Zj,n||2e
)1+0.5q

. Also,

n∑
i=1

E
[
(||Bi||e)2+q

]
= n−(1+0.5q)

n∑
i=1

E
[
|ui,n|2+q

]
||Zi||2+q

e - n−(1+0.5q)
n∑
i=1

||Zi||2+q
e

because of the fact that E[|ui,n|2+q] ≤ C <∞ with q = γ. Similarly, under
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assumption 2.2,

n∑
j=1

E
[
(||Sj ||e)2+q

]
- n−(1+0.5q)

n∑
i=1

||Zi||2+q
e .

Therefore,

n∑
i=1

E
[(
STi:nBi

)2+q
]

-n−(1+0.5q)
n∑
i=1

||Zi,n||2+q
e max


n−1

n∑
j=1

||Zj,n||2e

1+0.5q

, n−(1+0.5q)
n∑
i=1

||Zi||2+q
e


-max

n−(1+0.5q)
n∑
i=1

||Zi,n||2+q
e

n−1
n∑
j=1

||Zj,n||2e

1+0.5q

, n−(1+q)
n∑
i=1

||Zi||4+2q
e


where the last line follows from Jensen inequality. And, also note that∑n

i=1E[(||Bi||e)4+2q] - n−(2+q)
∑n

i=1 ||Zi,n||
4+2q
e .

It is straightforward to check that analogous expressions hold for
∑n

i=1E
[(
STi:nAi

)2+q
]

and
∑n

i=1E[(||Ai||e)4+2q].

Recall that q = γ. Thus, EPn [n−(2+q)
∑n

i=1 ||Zi,n||
4+2q
e ] = n−(1+q)EPn [||Z1,n||4+2q

e ]

which vanishes as n→∞ under assumption 2.1(ii). Similarly, EPn

[∑n
i=1E

[(
STi:nBi

)2+q
]

1{Zn ∈ Kn}
]

(and EPn

[∑n
i=1E

[(
STi:nAi

)2+q
]

1{Zn ∈ Kn}
]
) are bounded above (up to a

constant) by (Mn)1+0.5qn−(0.5q)EPn [||Z1,n||2+q
e ] + n−qEPn [||Z1,n||4+q

e ]; both

terms vanish as n→∞ under assumption 2.1(ii) with q = γ.

The desired result follows by the Markov inequality, since we proven that

EPn [Sn1{Kn}] and EPn [Rn1{Kn}] are of order o(h−2).

A.2 Proof of Theorem 3.3

For the proof of Theorem 3.3 we need the following simple lemma.

Lemma A.2. Let d ≥ 1 and let X ∈ Rd such that X ∼ N(0, A) for some
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A positive definite. Then for any q > 0

E[||X||2qe ] ≤ C(q)(tr{A})q

for some C(q) ∈ (0,∞).

Proof of Lemma A.2. It follows that we can cast X as Λ1/2ξ with ξ ∼
N(0, Id) where Λ is a diagonal matrix of eigenvalues of A.

For any q > 0

E[||X||2qe ] = tr{A}qE

 d∑
j=1

cj(A)|ξj |2
q

where cj(A) ≡ λj(A)∑d
j=1 λj(A)

. Since

E

 d∑
j=1

cj(A)|ξj |2
q =

∫ ∞
0

Pr

 d∑
j=1

cj(A)|ξj |2 ≥ t1/q
 dt

=q

∫ ∞
0

uq−1 Pr

 d∑
j=1

cj(A)|ξj |2 ≥ u

 du

=q

∫ ∞
0

uq−1e−0.25uduE
[
e0.25

∑d
j=1 cj(A)|ξj |2

]
≤q
∫ ∞

0
uq−1e−0.25udu

d∑
j=1

cj(A)E
[
e0.25|ξj |2

]
where the third line follows from the Markov inequality and the fourth from

Jensen inequality. The result follows from the fact that q
∫∞

0 uq−1e−0.25udu ≤
C <∞ and |ξj |2 ∼ χ2 and

∑d
j=1 cj(A) = 1.

Proof of Theorem 3.3. The strategy of proof consists of applying the results

in Theorem 3.4 and Lemma A.1, with Ai = n−1/2Zi,n and Bi = n−1/2Vi,n.

Observe that E[AiA
T
i ] = E[BiB

T
i ] = Σn.
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The term Sn. For this case
∑n

i=1E[(||Bi||e)4] = n−2
∑n

i=1E[||Vi,n||4e] =

n−1E[||V1,n||4e] and
∑n

i=1E[(||Ai||e)4] = n−2
∑n

i=1E[||Zi,n||4e] = n−1E[||Z1,n||4e].
Therefore, S1,n in Theorem 3.4 is bounded above (up to a constant) by

h−2n−1
(
E[||Z1,n||4e] + E[||V1,n||4e]

)
, and by Lemma A.2, this implies that

S1,n - h−2n−1
(
E[||Z1,n||4e] + (tr{Σn})2

)
.

both terms are of order o(h−2) under assumption 2.1(ii).

Observe that in this case E[SjS
T
j ] = n−1Σn and thus

S3,n -h−2
√
tr{Σn}n−3/2

n∑
i=1

(E[||Zi,n||3e] + E[||Vi,n||3e])

=h−2
√
tr{Σn}n−1/2(E[||Z1,n||3e] + E[||V1,n||3e]).

By Lemma A.2, E[||V1,n||3e] = (tr{Σn})3/2. Thus, by assumption 2.1(i),

S2,n is of order o(h−2).

We thus have established that Sn in Theorem 3.4 vanishes. We now

establish that Rn also vanishes.

The remainder terms, Rn. To bound the remainder term in the

expression of Theorem 3.4 we use lemma A.1, L2(f) = h−2 and also set

q = γ. Observe that
(
tr
{∑n

j=1E
[(
STj Sj

)]})1+0.5q
= (tr {Σn})1+0.5q .

Also,

n∑
i=1

E
[
(||Bi||e)2+q

]
= n−0.5qE[||V1||2+q

e ] - n−0.5q(tr{Σn})1+0.5q

by lemma A.2. Therefore,

n∑
i=1

E
[(
STi:nBi

)2+q
]
-n−0.5q(tr{Σn})1+0.5q max

(tr{Σn})1+0.5q,
n∑
j=1

E[||Sj ||2+q
e ]

 .

Observe that
∑n

j=1E
[
(||Sj ||e)2+q

]
- n−(1+0.5q)

(∑i−1
j=1E

[
(||Zj,n||e)2+q

]
+ (n− i)tr{Σn}1+0.5q

)
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by lemma A.2. Under assumption 2.1(ii),

n∑
j=1

E
[
(||Sj ||e)2+q

]
-n−(1+0.5q)

(
iE
[
(||Z1,n||e)2+q

]
+ (n− i)tr{Σn}1+0.5q

)
≤n−(0.5q)

(
E
[
(||Z1,n||e)2+q

]
+ tr{Σn}1+0.5q

)
→ 0, as n→ 0

because, n−(0.5q)tr{Σn}1+0.5q =
(
n−1/2tr{Σn}0.5+1/q

)q
and with q = γ > 2

is implied by 2.1(ii); and due to Jensen inequality n−(0.5q)E
[
(||Z1,n||e)2+q

]
≤√

n−qE
[
(||Z1,n||e)4+2q

]
which vanishes for q = γ.

Also, by assumption 2.1(ii), n−(0.5q)(tr{Σn})2+q → 0 as n→∞. Finally,

note that
∑n

i=1E[(||Bi||e)4+2q] - n−(2+q)
∑n

i=1E[||Vi,n||4+2q
e ] = n−(1+q)E[||V1,n||4+2q

e ] -

n−(1+q)(tr{Σn})2+q by lemma A.2. By assumption 2.1(ii) and the previous

calculations, n−(1+q)(tr{Σn})2+q = o(1). Similarly,
∑n

i=1E[(||Ai||e)4+2q] -

n−(2+q)
∑n

i=1E[||Zi,n||4+2q
e ] = n−(1+q)E[||Z1,n||4+2q

e ] = o(1) by assumption

2.1(ii).

We have established that the remainder term Rn in Theorem 3.4 van-

ishes, and thus the desired result follows.

B Proofs of Lemmas in Section 4

In order to prove the lemmas in section 4 we need the following lemmas.

B.1 Supplementary Lemmas

Let for any t ∈ R, δ > 0, n ∈ N, and h > 0

Pt,δ,h(||x||2e) =

∫
pt,δ(||x||2e + hz)φ(z)dz, ∀x ∈ Rd(n)

where R 3 u 7→ pt,δ(u) = 1{u ≥ t} + u−t+δ
δ 1{u ∈ (t − δ, t)} and φ is the

standard Gaussian pdf.
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Lemma B.1. For any ε ∈ (0, 1), δ > 0 and n ∈ N, there exists h(δ, ε) =
δ

Φ−1(ε)
such that for all h ≤ h(δ, ε):

(i)

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
≤ 1

1− ε
EP∗n

[
Pt−δ,δ,h(||

√
nZ∗n||2e)|Zn

]
(21)

(ii)

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
≥ 1

1− ε
EP∗n

[
Pt+2δ,δ,h(||

√
nZ∗n||2e)|Zn

]
− ε

1− ε
(22)

Lemma B.2. For any ε ∈ (0, 1), δ > 0 and n ∈ N, there exists h(δ, ε) =
δ

Φ−1(ε)
such that for all h ≤ h(δ, ε):

(i)

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≤ 1

1− ε
EΦn

[
Pt−δ,δ,h(||

√
nVn||2e)

]
(23)

(ii)

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≥ 1

1− ε
EΦn

[
Pt+2δ,δ,h(||

√
nVn||2e)

]
− ε

1− ε
(24)

Lemma B.3. For any ε ∈ (0, 1), δ > 0 and n ∈ N, there exists h(δ, ε) =
δ

Φ−1(ε)
such that for all h ≤ h(δ, ε):

(i)

EPn

[
1{||
√
nZn||2e ≥ t}

]
≤ 1

1− ε
EPn

[
Pt−δ,δ,h(||

√
nZn||2e)

]
(25)

(ii)

EPn

[
1{||
√
nZn||2e ≥ t}

]
≥ 1

1− ε
EPn

[
Pt+2δ,δ,h(||

√
nZn||2e)

]
− ε

1− ε
(26)

Lemma B.4. Suppose assumption 2.1(i) holds. For any ε > 0, there exists
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a N(ε) and γ(ε) such that for all γ ≤ γ(ε) and all n ≥ N(ε):

sup
t

Φn

(
|||
√
nVn||2e − t| ≤

√
tr{Σ2

n}γ
)
≤ ε (27)

Remark B.1. It is easy to see that from this lemma it follows that: For

any ε > 0, there exists a N(ε) and γ(ε) such that for all γ ≤ γ(ε) and all

n ≥ N(ε):

Φn

(
||
√
nVn||2e ≥ t

)
≤ ε+ Φn

(
||
√
nVn||2e ≥ t+

√
tr{Σ2

n}γ
)

(28)

for all t ≥ 0.

Proof of Lemma B.1. Part (i) By definition of Pt,δ,h, for any ||x||2e ≥ t+ δ

Pt,δ,h(||x||2e) ≥
∫

1{z : ||x||2e + hz ≥ t}φ(z)dz ≥
∫

1{z : hz ≥ −δ}φ(z)dz = 1− Φ(−δ/h).

Thus, for any h ≤ δ
Φ−1(ε)

≡ h(δ, ε), Pt,δ,h(||x||2e) ≥ (1 − ε)1{||x||2e ≥ t + δ}.
Thus

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
≤ 1

1− ε
EP∗n

[
Pt−δ,δ,h(||

√
nZ∗n||2e)|Zn

]
for any h ≤ h(δ, ε).

Part (ii) Observe that for any x : ||x||2e ≤ t− 2δ,

Pt,δ,h(||x||2e) ≤
∫

1{z : ||x||2e + hz) ≥ t− δ}φ(z)dz ≤
∫

1{z : hz ≥ δ}φ(z)dz.

Thus Pt,δ,h(||x||2e) ≤ ε for any x : ||x||2e ≤ t − 2δ and h ≤ h(δ, ε). Thus, for

all x ∈ Rd, Pt,δ,h(||x||2e) ≤ (1 − ε)1{||x||2e ≥ t − 2δ} + ε. The result follows

by taken expectations at both sides.

Proof of Lemma B.2. The proof is identical to that of Lemma B.1 and will

be omitted.

Proof of Lemma B.3. The proof is identical to that of Lemma B.1 and will

33



be omitted.

Proof of Lemma B.4. Observe that ξn ≡
√
nVn ∼ N(0,Σn) (recall Σn =

E[Z1,nZ
T
1,n]). Note that

ξTn ξn = (Σ−1/2
n ξn)TΣn(Σ−1/2

n ξn) =(UnΣ−1/2
n ξn)TΛn(UnΣ−1/2

n ξn)

≡(ζn)TΛn(ζn) =

d(n)∑
l=1

λlζ
2
l,n

where the third inequality follows from the diagonalization of Σn, where Λn

is a diagonal matrix of eigenvalues and Un is an unitary matrix. Observe

that ζn = UnΣ
−1/2
n ξn ∼ N(0, Id(n)) and thus its components are iid standard

Gaussian, so ζ2
l ∼ χ2

1 and λlζ
2
l ∼ Γ(1/2, 2λl). Moreover, it is easy to see

that

E[λlζ
2
l,n] = λl and V ar(λlζ

2
l,n) = 2λ2

l

which implies that V ar(
∑d(n)

l=1 λlζ
2
l,n) = 2tr{Σ2

n}. Also, E[|λlζ2
l,n|3] = λ3

lE[|ζl,n|6] ≤
C (λmax(Σn))3 where λmax(A) is the largest eigen value of a matrix A.

If d(n) ≤ d < ∞, the proof follows from the fact that Γ(1/2, 2λl) does

not have mass points and is straight forward to show that the statement

holds for any n.
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Suppose that d(n)→∞ as n→∞. 4 Therefore,

sup
t

Φn

(
|||
√
nVn||2e − t| ≤

√
tr{Σ2

n}γ
)

= sup
t

Φn

(
| ||ξn||

2
e√

2tr{Σ2
n}
− t√

2tr{Σ2
n}
| ≤ γ/

√
2

)

= sup
t′

Φn

(
| ||ξn||

2
e√

2tr{Σ2
n}
− t′| ≤ γ/

√
2

)

= sup
t′

Φn

(
|
∑d(n)

l=1 λl(ζ
2
l,n − 1)√

2tr{Σ2
n}

− t′ + tr{Σn}| ≤ γ/
√

2

)

= sup
t′′

Φn

(
|
∑d(n)

l=1 λl(ζ
2
l,n − 1)√

2tr{Σ2
n}

− t′′| ≤ γ/
√

2

)

where the second line and fourth line follow from the fact that if t ∈ R, then
t√

2tr{Σ2
n}
∈ R.

Then, by Berry-Essen bound (Theorem 2, p. 544 feller Feller (1971)).

sup
t

∣∣∣∣∣Φn

(∑d(n)
l=1 λl(ζ

2
l,n − 1)√

2tr{Σ2
n}

≤ t′
)
− Φ(t′)

∣∣∣∣∣ ≤ 6C

∑d(n)
l=1 λ

3
l

(2tr{Σ2
n})

3/2

where Φ is the standard Gaussian cdf. Since
∑d(n)
l=1 λ3l

(2tr{Σ2
n})

3/2 = tr{Σ3
n}

(2tr{Σ2
n})

3/2 , by

assumption 2.1(i), for any ε > 0, there exists a N(ε) such that tr{Σ3
n}

(tr{Σ2
n})

3/2 <

0.5ε for all n ≥ N(ε). Thus,

sup
t∈R

Φn

(
|||ξn||2e − t| ≤

√
tr{Σ2

n}γ
)

= sup
t∈R

Φn

(√
tr{Σ2

n}γ − t ≤ ||ξn||2e ≤ t+
√
tr{Σ2

n}γ
)

≤ sup
t∈R

∣∣∣Φ(t+ γ/
√

2
)
− Φ

(
t− γ/

√
2
)∣∣∣+ 0.5ε.

Since for any ε > 0, there exists a γ(ε) such that
∣∣Φ (t+ γ/

√
2
)
− Φ

(
t− γ/

√
2
)∣∣ <

0.5ε, the desired result follows.

4The relevant cases for us are: (i) d(n) ≤ d < ∞ or (ii) d(n) ↑ ∞, that is why we
implicitly assume the limit of (d(n))n exist.
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B.2 Proofs of Lemmas in Section 4

Proof of Lemma 4.1. The proof is analogous to that of Lemma 4.2 and will

not be repeated here.

Proof of Lemma 4.2. Throughout the proof, let δn ≡
√
tr{Σ2

n}γ(ε), where

γ(ε) as in lemma B.4. By remark B.1 (applied thrice),

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≥ EΦn

[
1{||
√
nVn||2e ≥ t− 3δn}

]
− 3ε (29)

for all n ≥ N(ε). By lemma B.2(ii),

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≥ 1

1− ε
EΦn

[
Pt−δn,δn,h(||

√
nVn||2e)

]
− ε

1− ε
− 3ε

(30)

for all h ≤ h(ε, δn) and all n ≥ N(ε). By lemma B.1(i), for all h ≤ h(ε, δn)

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
≤ 1

1− ε
EP∗n

[
Pt−δn,δn,h(||

√
nZ∗n||2e)|Zn

]
. (31)

Hence, for all h ≤ h(ε, δn) and all n ≥ N(ε),

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]
≤ 1

1− ε
(
EP∗n

[
Pt−δn,δn,h(||

√
nZ∗n||2e)|Zn

]
− EΦn

[
Pt−δn,δn,h(||

√
nVn||2e)

])
+

ε

1− ε
+ 3ε. (32)

Similarly, by lemma B.1(ii), for all h ≤ h(ε, δn)

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
≥ 1

1− ε
EP∗n

[
Pt+2δn,δn,h(||

√
nZ∗n||2e)|Zn

]
− ε

1− ε
.

(33)

By remark B.1 (applied thrice),

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≤ EΦn

[
1{||
√
nVn||2e ≥ t+ 3δn}

]
+ 3ε (34)
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for all n ≥ N(ε). By lemma B.2(ii),

EΦn

[
1{||
√
nVn||2e ≥ t}

]
≤ 1

1− ε
EΦn

[
Pt+2δn,δn,h(||

√
nVn||2e)

]
+ 3ε (35)

for all h ≤ h(ε, δn) and all n ≥ N(ε).

Hence,

EP∗n

[
1{||
√
nZ∗n||2e ≥ t}|Zn

]
− EΦn

[
1{||
√
nVn||2e ≥ t}

]
≥ 1

1− ε
(
EP∗n

[
Pt+2δn,δn,h(||

√
nZ∗n||2e)|Zn

]
− EΦn

[
Pt+2δn,δn,h(||

√
nVn||2e)

])
− ε

1− ε
− 3ε. (36)

By displays 32 and 36, in order to obtain the desired result it suffices to

verify that a ∈ R 7→ Pt,δ,h(a) ∈ Ch−1 . It is straight forward to check that

Pt,δ,h is three times continuously differentiable. Moreover, for any a ∈ R,

|∂Pt,δ,h(a)| ≤ h−1.

To show this expression, observe that by the Dominated Convergence

Theorem, for any a ∈ R,

|∂Pt,δ,h(a)| =h−1

∣∣∣∣∫ pt,δ(u)(u− a)h−2φ((u− a)h−1)du

∣∣∣∣
=h−1

∫
|u− a|h−2φ((u− a)h−1)du

≤h−2

√∫
|u− a|2 h−1φ((u− a)h−1)du

=h−1

where the second line follows from the fact that 0 ≤ pt,δ(u) ≤ 1. Similarly

calculations yield

|∂rPt,δ,h(a)| ≤ h−r

which holds uniformly in a ∈ R, δ, and t.
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Proof of Lemma 4.3. Establishing the result is analogous to establishing

a bound for ∆h−1(Q∗n(·|Zn),Qn) where Q∗n(·|Zn) is N(0, Σ̂n) and Qn is

N(0,Σn) . Let ξ̃n ∼ Q∗n(·|Zn) and ξn ∼ Qn.

For any x ∈ Rd, let f(x) ≡ g(||x||2e). Observe that for any g ∈ Ch−1 ,

∂if(x) = g′(||x||2e)2xi and ∂ijf(x) = g′′(||x||2e)4xixj + 2g′(||x||2e)1{i = j}.
By the Slepian interpolation (Rollin (2013) p. 4 — there the construction

itself is slightly different, using
√
t instead of cos(t) —),

EQ∗n(·|Zn)·Qn

[
f
(
ξ̃n

)
− f (ξn)

]
=

d(n)∑
j=1

∫ π/2

0
EQ∗n(·|Zn)·Qn

[
∂jf (ξn(t)) ξ̇[j],n(t)

]
dt

where ξn(t) = cos(t)ξn + sin(t)ξ̃n and ξ̇[j],n(t) denotes the j-th coordinate of

ξ̇n(t) (the same holds for ξn, etc). Observe that ξ̇[j],n(t) = − sin(t)ξ[j],n +

cos(t)ξ̃[j],n. Hence (ξ̇[j],n(t), ξn(t)) are jointly Gaussian with mean 0 a.s.-Pn,

for any t. Hence, by Stein’s Identity (Stein (1981) and Chernozhukov et al.

(2013b) Lemma H.2),

EQ∗n(·|Zn)·Qn

[
∂jf (ξn(t)) ξ̇[j],n(t)

]
=

d(k(n))∑
l=1

EQ∗n(·|Zn)·Qn
[∂jlf (ξn(t))]EQ∗n(·|Zn)·Qn

[
ξ[l],n(t)ξ̇[j],n(t)

]
.

It follows that

E
[
ξ[l],n(t)ξ̇[j],n(t)

]
= E

[
(ξ̃[l],nξ̃[j],n − ξ[l],nξ[j],n)

]
sin(t) cos(t).

Therefore,

EQ∗n(·|Zn)·Qn

[
f
(
ξ̃n

)
− f (ξn)

]
=

d(n)∑
j=1

d(n)∑
l=1

EQ∗n(·|Zn)·Qn

[
(ξ̃[l],nξ̃[j],n − ξ[l],nξ[j],n)

]
×
∫ π/2

0
EQ∗n(·|Zn)·Qn

[∂jlf (ξn(t))] sin(t) cos(t)dt

=

d(n)∑
j=1

d(n)∑
l=1

{
n−1

n∑
i=1

Z[l],i,nZ[j],i,n − Σ[j,l],n

}
×
∫ π/2

0
EQ∗n(·|Zn)·Qn

[∂jlf (ξn(t))] sin(t) cos(t)dt
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where the second line follows from the fact that ξ̃n ∼ N(0, n−1
∑n

i=1 Zi,nZ
T
i,n),

under Q∗n(·|Zn).

Therefore,

EQ∗n(·|Zn)·Qn

[
f
(
ξ̃n

)
− f (ξn)

]
≤max

j,l

∣∣∣∣∣n−1
n∑
i=1

Z[l],i,nZ[j],i,n − Σ[j,l],n

∣∣∣∣∣×
d(n)∑
j=1

d(n)∑
l=1

∫ π/2

0
EQ∗n(·|Zn)·Qn

[|∂jlf (ξn(t)) |] | sin(t) cos(t)|dt.

Observe that, by Cauchy-Swarchz inequality and the fact that ∂ijf(x) =

g′′(||x||2e)4xixj + 2g′(||x||2e)1{i = j}

d(n)∑
j=1

d(n)∑
l=1

EQ∗n(·|Zn)·Qn
[|∂jlf (ξn(t)) |] ≤4h−2

d(n)∑
j=1

d(n)∑
l=1

EQ∗n(·|Zn)·Qn

[
|ξ[j],n(t)||ξ[l],n(t)|

]
+ 2h−1d(n)

≤4h−2

d(n)∑
j=1

√
EQ∗n(·|Zn)·Qn

[
|ξ[j],n(t)|2

]2

+ 2h−1d(n)

≤4h−2d(n)EQ∗n(·|Zn)·Qn

[
||ξn(t)||2e

]
+ 2h−1d(n)

Therefore, since ||ξn(t)||2e - {||ξn||2e + ||ξ̃n||2e},

d(n)∑
j=1

d(n)∑
l=1

EQ∗n(·|Zn)·Qn
[|∂jlf (ξn(t)) |] -d(n)h−1{h−1EQ∗n(·|Zn)·Qn

[
||ξn||2e + ||ξ̃n||2e

]
+ 2}

=d(n)h−1{h−1
(
tr{Σn}+ tr{Σ̂n}

)
+ 2}.

The desired result from the fact that
∫ π/2

0 | sin(t) cos(t)|dt <∞.
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