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Abstract

This paper obtains an asymptotic Gaussian power envelope for tests of the null hypothesis of
cointegration. In addition, the paper proposes a feasible point optimal cointegration test whose
local asymptotic power function is found to be close to the asymptotic Gaussian power envelope.
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1. Introduction

The concept of cointegration (Engle and Granger, 1987) has attracted considerable
attention in the literature and answers to a variety of questions concerning inference in
cointegrated systems have been provided. Asymptotic optimality theory for the prob-
lem of estimating cointegrating vectors under normality has been developed by Phillips
(1991) and several asymptotically e4cient estimation procedures have been proposed
(for a review, see Watson, 1994). Moreover, an asymptotic Gaussian power envelope
for tests of the unit root assumption underlying these cointegration methods has been
obtained by Elliott et al. (1996). In contrast, although numerous papers have consid-
ered the problem of testing the null hypothesis of cointegration against the alternative
of no cointegration (examples include Choi and Ahn, 1995; Park, 1990; Shin, 1994;
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Xiao and Phillips, 2002), no asymptotic optimality theory for that testing problem has
been developed.
This paper obtains an asymptotic Gaussian power envelope for tests of the null

hypothesis of cointegration and proposes a feasible point optimal cointegration test. By
construction, the point optimal test attains the asymptotic Gaussian power envelope at
a prespeciAed alternative. Against other alternatives, the local asymptotic power of the
point optimal test is close to the asymptotic Gaussian power envelope. Moreover, the
point optimal test is found to perform well in a Monte Carlo experiment.
In terms of the methodology employed, the present paper is related to Elliott

et al.’s (1996) and Saikkonen and Luukkonen’s (1993) studies of unit root testing
in autoregressive and moving average models, respectively. As do Elliott et al. (1996)
and Saikkonen and Luukkonen (1993), this paper develops asymptotic optimality results
by obtaining limiting distributions of optimal test statistics derived under a normality
assumption. By accommodating stochastically trending and (possibly) endogenous re-
gressors, the results obtained here generalize the Axed-regressor results of Saikkonen
and Luukkonen (1993).
Section 2 presents the model. In Section 3, the asymptotic Gaussian power envelope

is derived. Section 4 constructs a feasible point optimal test. Finally, Section 5 reports
local asymptotic power results and investigates the Anite sample performance of the test
proposed in this paper, while all mathematical derivations are collected in an Appendix.

2. The model and assumptions

Let zt be an observed m-vector time series generated by

zt = �z
t + z0t ; 16 t6T; (1)

where �z
t is a deterministic component and z0t is a zero-mean stochastic component.

For concreteness, the deterministic component is assumed to be a pth-order polynomial
time trend:

�z
t = �′

zdt ; (2)

where dt = (1; : : : ; tp)′ and �z is a (p + 1) × m matrix of parameters. The cases of
particular interest are the constant mean and linear trend cases corresponding to dt =1
and dt = (1; t)′, respectively.
Partition z0t into a scalar y0

t and a k-vector x0t (k = m − 1) as z0t = (y0
t ; x

0′
t )

′ and
suppose z0t is generated by the potentially cointegrated system

y0
t = �′x0t + vt ; (3)

Ex0t = ux
t ;

where vt is an error process with generating mechanism

Evt = uy
t − �uy

t−1; 16 t6T: (4)
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In (3) and (4) �∈Rk and �∈ (−1; 1] are unknown parameters, and ut=(uy
t ; ux′

t ) satisAes
the following assumption.

A1. ut =
∑∞

i=0 Ci�t−i, where {�t : t ∈Z} is i.i.d. (0; Im),
∑∞

i=0 Ci has full rank and∑∞
i=0 i‖Ci‖¡∞, where ‖ · ‖ denotes the Euclidean norm.

The system is initialized at t=0 with v0=uy
0 =0 and x00=0. The moving average speci-

Acation (4) implies that y0
t and x0t are cointegrated if and only if �=1. Assumption A1

imposes the standard, but important, regularity condition that x0t is a non-cointegrated
integrated process. In addition, it is assumed that the cointegration between y0

t and x0t
is regular (in the sense of Park, 1992) when �=1. It would be of interest to relax one
or both of these assumptions, but doing so is beyond the scope of the present paper.
Conformably with z0t , partition zt and �z as zt = (yt; x′

t)
′ and �z = (�y; �x). DeAning

�= �y − �x�, the model can be written in triangular form as

yt = �′dt + �′xt + vt ; Evt = uy
t − �uy

t−1;

Ext = �′
xEdt + ux

t :

This paper considers the problem of testing

H0 : �= 1 vs: H1 : �¡ 1; (P)

treating � and � as unknown nuisance parameters. Section 3 derives an asymptotic
power envelope under the following strengthening of A1.

A1∗. ut ∼ i.i.d. N(0; �), where � is positive deAnite.

As a by-product of the analysis, a point optimal test statistic is obtained. Section 4
relaxes A1∗ and constructs a feasible point optimal test which is applicable whenever
A1 holds.

Remarks. (i) Some papers in the existing literature on cointegration testing (e.g., Shin,
1994) employ an alternative model for vt ; the so-called “local-level” unobserved com-
ponents model. As does the moving average model (4), the unobserved components
model parameterizes cointegration as a point. Using the fact that Euy

t + E�t has an
MA (1) representation (e.g., Stock, 1994), it can be shown that the power envelope
developed in the next section coincides with power envelope for the testing problem

H0 : �2
� = 0 vs: H1 : �2

� ¿ 0

in the model

yt = �′dt + �′xt + uy
t + �t ;

where Ext =�′
xEdt +ux

t , ut =(uy
t ; ux′

t )
′ satisAes A1∗, E�t ∼ i.i.d. N(0; �2

�) and {E�t}
is independent of {ut}. For concreteness, and in order to conserve space, the present
paper only studies the moving average model.

(ii) The triangular model formulation (3) and (4) does not treat yt and xt symmet-
rically. In particular, it is assumed that a linear combination of yt and xt is stationary
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only if it puts non-zero weight on yt . In contrast, the fact that � = 0 is permitted
implies that it is possible for a linear combination of yt and xt to be stationary even if
it puts zero weight on xt . As a consequence, the testing problem (P) is not invariant
under orthogonal transformations of (yt; x′

t)
′ (such as a relabelling of yt and xt in the

case where xt is a scalar). The assumption that one variable, yt , is known to appear
with a non-zero coe4cient in the (potentially) cointegrating relation would appear to
be satisAed in most empirical applications.

3. An asymptotic Gaussian power envelope

Under A1∗, the model is fully parametric and classical statistical theory can be em-
ployed to develop optimality theory for the testing problem (P). In particular, it is
possible to construct an attainable upper bound on the local asymptotic power of a
class of cointegration tests. The upper bound is constructed by eliminating the nui-
sance parameters �; �; �x and � from the problem and then applying the Neyman–
Pearson lemma. Two diMerent elimination methods are used: �x and � are treated
as known, while the principle of invariance (e.g., Lehmann, 1994) is used to handle
� and �.
The power bound derived under the assumption that �x and � are known is attain-

able even when these parameters are unknown. As a consequence, it can (and will)
be assumed that �x and � are known. The remaining nuisance parameters, � and �,
are eliminated by proceeding along the lines of numerous other papers on tests con-
cerning the covariance structure of the error term in a linear regression model (e.g.,
King, 1980; King and Hillier, 1985; Dufour and King, 1991).
DeAne the matrices Y=(y1; : : : ; yT )′, X=(x1; : : : ; xT )′ and D=(d1; : : : ; dT )′. Consider

the group of transformations of the form

ga;b(Y; X ) = (Y + D · a+ X · b; X ); (G)

where a∈Rp+1 and b∈Rk . Each ga;b induces a transformation

Oga;b(�; �; �) = (�; �+ a; � + b) ( OG)

in the parameter space. Because � is invariant under ( OG), the testing problem (P)
is invariant under (G). It therefore seems natural to restrict attention to tests that are
invariant under (G). All previously proposed tests (of which the author is aware) are
invariant under this group of transformations, so the class of tests that are invari-
ant under (G) is quite large. Because � is a maximal invariant under ( OG), it follows
from Theorem 6.3 of Lehmann (1994) that the distribution of any invariant statistic
(i.e. any statistic invariant under (G)) depends on (�; �; �) only through �, imply-
ing that the nuisance parameters � and � can be eliminated by restricting attention
to statistics that are invariant under (G). A natural maximal invariant under (G) is
((R′

⊥Y )′; vec(X )′)′, where R⊥ is a matrix whose columns form an orthonormal basis
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for the orthogonal complement of the column space of R = (X;D). The distributional
properties of this maximal invariant are developed next.
Partition � in conformity with ut as

�=

(
�yy �′

xy

�xy �xx

)

and for any � ∗, deAne %� ∗ =%1=2
� ∗%

1=2′

� ∗ , where %1=2
� ∗ a lower triangular T × T matrix

with ones on the diagonal and 1 − � ∗ below the diagonal:

%1=2
� ∗ =




1 0 · · · 0

1 − � ∗ 1
. . .

...

...
. . .

. . . 0

1 − � ∗ · · · 1 − � ∗ 1




:

Under A1∗, vec(X ) ∼ N((�′
x ⊗ IT )vec(D); �xx ⊗ %0) and

R′
⊥Y |X ∼ N(�(R′

⊥%−1=2
0 X )�−1

xx �xy; �yy·x(R′
⊥%�R⊥));

where �yy·x = �yy − �′
xy�

−1
xx �xy and “·|X ” signiAes the conditional distribution relative

to the �-algebra generated by X . Apart from an additive term that does not depend on
�, minus 2 times the log density of the maximal invariant can be written as

LT (�) = log |R′%−1
� R| + �−1

yy·xY
′
�(%

−1
� − %−1

� R(R′%−1
� R)−1R′%−1

� )Y�; (6)

where Y� = Y − � ·%−1=2
0 X�−1

xx �xy and the derivation of (6) makes use of the relations

R⊥(R′
⊥%�R⊥)−1R′

⊥ =%−1
� − %−1

� R(R′%−1
� R)−1R′%−1

�

and |R′
⊥%�R⊥| = |R′%−1

� R| · |R′R|−1.
Expression (6) diMers from its Axed-regressor counterpart (e.g., King, 1980) in

two respects. In Axed-regressor settings, the term corresponding to log|R′%−1
� R| is

non-random and can be omitted. Moreover, the deAnition of Y� rePects the fact that
correlations between uy

t and ux
t must be taken into account when X is random. As in

the Axed-regressor case, the term

Y ′
�(%

−1
� − %−1

� R(R′%−1
� R)−1R′%−1

� )Y�

in (6) can be interpreted as the weighted sum of squared residuals from a GLS regres-
sion (of Y� on R using the covariance matrix %�).

It follows from the Neyman–Pearson Lemma that the test which rejects when LT (1)−
LT ( O�) is large is the most powerful invariant test of �= 1 vs. �= O�¡ 1. An asymp-
totic analogue of that optimality result can be obtained by deriving the limiting dis-
tribution of LT (1) − LT ( O�) under a local-to-unity reparameterization of � and O� in
which '=T (1− �)¿ 0 and O'=T (1− O�)¿ 0 are held constant as T increases without
bound. A formal statement is provided in Theorem 1, the proof of which represents
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the limiting distribution of LT (1) − LT ( O�) in terms of the random functional

’('; O') = 2 O'
∫ 1

0
V'
O' dV' − O'2

∫ 1

0
(V'

O' )
2

+

(∫ 1

0
Q O' dV

'
O'

)′(∫ 1

0
Q O'Q

′
O'

)−1(∫ 1

0
Q O' dV

'
O'

)
− log

∣∣∣∣∣
∫ 1

0
Q O'Q

′
O'

∣∣∣∣∣
−
(∫ 1

0
Q dV'

)′(∫ 1

0
QQ′

)−1(∫ 1

0
Q dV'

)
+ log

∣∣∣∣∣
∫ 1

0
QQ′

∣∣∣∣∣ ;

where V'
O'
(s)=

∫ s
0 e− O'(s−t) dV'(t), V'(s)=V (s)+'

∫ s
0 V (t) dt, Q O'(s)=

∫ s
0 e− O'(s−t) dQ(t),

Q(s)=(1; : : : ; sp;W (s)′)′, and V and W are independent Wiener processes of dimensions
1 and k; respectively.

Theorem 1. Let zt be generated by (1)–(4) and suppose A1∗ holds. An upper bound
on the local asymptotic power of any invariant test of �=1 against �=�T =1−T−1'
is given by ,-(')=[’('; ')¿c-(')], where - is the asymptotic level of the test, c-(')
satis&es [’(0; ')¿c-(')]=- and invariance is with respect to transformations of the
form (G).

Under the reparameterization employed in Theorem 1, the null and alternative hy-
potheses are '=0 and '¿ 0, respectively. The upper bound provided by the Gaussian
power envelope is sharp in the sense that ,-(') can be attained for any given ' by the
test which rejects for large values of the corresponding point optimal test statistic, viz.
LT (1)−LT (1−T−1'). Indeed, previous research on special cases of the testing prob-
lem considered here (e.g., Saikkonen and Luukkonen, 1993) suggests that a test based
on LT (1) − LT ( O�) should have a local asymptotic power function close to ,-(·) if
O� is chosen appropriately. The function ,-(·) therefore constitutes a useful benchmark
against which the local power function of any invariant test of the null hypothesis of
cointegration can be compared.
The power envelope depends on p, the order of the deterministic component, and

k, the dimension of xt . On the other hand, although the form of the point optimal test
statistic depends on �, the power envelope does not depend on the covariance matrix
of the underlying errors ut . In particular, the power envelope does not depend on the
extent to which the regressors are endogenous in the sense that ux

t is correlated with
the latent error uy

t . Jansson (2004a) derives the asymptotic Gaussian power envelope
in a model isomorphic to the present model under the assumption that � is known.
That power envelope depends on �−1

yy �′
xy�

−1
xx �xy, the squared coe4cient of multiple

correlation between uy
t and ux

t , and substantial power gains over conventional tests are
available when the correlation is non-zero. In contrast, it follows from Theorem 1 that
it is impossible to exploit any correlations between ux

t and uy
t when testing the null

hypothesis that yt and xt are cointegrated with an unknown cointegrating vector �.
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4. Feasible point optimal tests

This section constructs a test statistic which can be computed without knowledge
of any nuisance parameters and has a limiting distribution of the form ’('; O') under
A1. Let �̂; .̂ and /̂ denote estimators of � = E(u1u′

1), . =
∑∞

t=2 E(utu′
1) and / =

�+.+.′, respectively. Partition the matrices .̂ and /̂ in conformity with ut and let
.̂x·=(1̂xy; .̂xx), !̂yy·x=3̂′/̂3̂ and 1̂yy·x=3̂′.̂3̂, where 3̂=(1;−!̂′

xy/̂−1
xx )′. Let YD=MDY

and XD = MDX , where MD = I − D(D′D)−1D′, and deAne R+ = (D; X + Û �̂−1.̂′
x·),

where Û = (YD − XD�̂;%
−1=2
0 XD) and �̂= (X ′

DXD)−1X ′
DYD. Finally, let Y+

� ∗ = Y − � ∗ ·
%−1=2

0 X /̂−1
xx !̂xy + Û �̂−1.̂′

x·�̂ for any � ∗.
The proposed test statistic is

PT ( O') =L+
T (1) − L+

T (1 − T−1 O') − 2 O'!̂−1
yy·x1̂yy·x; (7)

where O'¿ 0 is a prespeciAed constant and

L+
T (�

∗)=log |R+′
%−1

� ∗R+|+!̂−1
yy·xY

+′
� ∗(%−1

� ∗ −%−1
� ∗R+(R+′

%−1
� ∗R+)−1R+′

%−1
� ∗ )Y+

� ∗ :

Under the assumptions of Theorem 1, PT ( O') is asymptotically equivalent to LT (1)−
LT ( O�). As Theorem 2 shows, PT ( O') has a limiting distribution of the form ’('; O')
even when ut exhibits serial correlation of the form permitted under A1. This robustness
property, not shared by LT (1)−LT ( O�), is achieved by employing two serial correlation
corrections. The Arst correction, employed in the construction of Y+

� ∗ and R+, is similar
to the correction proposed by Park (1992) in the context of estimation of a cointegrating
regression. Indeed, the purpose of this correction is to remove “serial correlation bias”
from the limiting distribution of the estimator of � appearing in L+

T (�
∗). The second

correction term, −2 O'!̂−1
yy·x1̂yy·x, in (7) resembles the correction term in Phillips’ (1987)

Z� test for an autoregressive unit root and accommodates serial correlation in uy
t −

!′
xy/

−1
xx ux

t .

Theorem 2. Let zt be generated by (1)–(4), suppose A1 holds and suppose �= �T =
1 − T−1' for some '¿ 0. If (�̂; .̂; /̂) →p (�; .; /), then PT ( O') →d ’('; O').

A consistent estimator of � is �̂ = T−1Û ′Û , while . and / can be estimated
consistently by means of conventional kernel estimators (for reviews, see den Haan and
Levin (1997) and Robinson and Velasco (1997)). Primitive su4cient conditions for
consistency can be found in previous work by the author (Jansson, 2002, 2004a; Jansson
and Haldrup, 2002). Su4ce it to say that the consistency requirement of Theorem 2
is met by a variety of estimators �̂; .̂ and /̂.
To implement the feasible point optimal test, a value of O' must be speciAed. Fol-

lowing Elliott et al. (1996), the approach advocated here is to choose O' in such a way
that the asymptotic local power against the alternative � = 1 − T−1 O' is approximately
equal to 50% when the 5% test based on PT ( O') is used. That is, the recommendation
is to use the test which is (asymptotically) 0.50-optimal, level 0.05 in the sense of
Davies (1969). Table 1a (1b) tabulates the recommended values of O' for k = 1; : : : ; 6
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Table 1
Percentiles of PT ( O')

k = 1 k = 2 k = 3 k = 4 k = 5 k = 6

(a) Constant mean: dt = 1
O' 9 10.5 12.5 14 16 17.5
90% 0.71 0.81 0.80 0.83 0.87 0.89
95% 1.70 1.82 1.82 1.87 1.88 1.91
97.5% 2.71 2.77 2.81 2.91 2.87 2.97
99% 3.93 4.20 4.03 4.27 4.34 4.40

(b) Linear trend: dt = (1; t)′
O' 13.5 15.5 16.5 18 20 21.5
90% 0.84 0.82 0.94 0.98 1.01 1.09
95% 1.88 1.95 2.01 2.03 2.14 2.27
97.5% 2.87 3.04 3.12 3.03 3.28 3.29
99% 4.09 4.52 4.39 4.45 4.76 4.67

Note: The percentiles were computed by generating 20,000 draws from the discrete time approximation
(based on 2000 steps) to the limiting random variables.

regressors in the constant mean (linear trend) case and reports selected percentiles of
the asymptotic null distributions of the corresponding PT ( O') statistics.

5. Power properties

5.1. Local asymptotic power

Fig. 1 plots the 5% asymptotic Gaussian power envelope ,0:05(·) along with the
local asymptotic power functions of two feasible cointegration tests in the constant
mean case with scalar xt . 1 The two feasible tests, denoted PT (9) and ST , are the
tests proposed in Section 4 and the test due to Shin (1994), respectively. The latter
test appears to be the most widely used cointegration test in applications. Moreover,
ST is known to enjoy local optimality properties under the assumptions of Theorem 1
(Harris and Inder, 1994). In addition, previous research (Jansson and Haldrup, 2002;
Jansson, 2004b) indicates that none of the tests due to Choi and Ahn (1995),
Park (1990) and Xiao and Phillips (2002) dominate Shin’s (1994) test in terms of
local asymptotic power. For these reasons, it seems natural to use the performance of
ST as a benchmark when evaluating new tests such as PT (9).

As might be expected, the local asymptotic power of ST is close to the envelope
for small values of ' (smaller than 5, say). For larger values of ', on the other hand,
the local asymptotic power of the locally optimal test is well below the envelope. In
contrast, the local asymptotic power of PT (9) is close to the envelope for all values
of '. In particular, the local asymptotic power properties of PT (9) are similar to those

1 The curves were generated by taking 20,000 draws from the distribution of the discrete approximation
(based on 2000 steps) to the limiting random variables.
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Fig. 1. 5% Level tests, constant mean, scalar x.
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Fig. 2. 5% Level tests, linear trend, scalar x. 5% Level tests; (a) Constant mean, and (b) linear trend
scalar x.

of ST for small values of ' (when the latter is optimal) and PT (9) dominates ST in
terms of local asymptotic power for larger values of '. As is apparent from Fig. 2, the
situation is similar in the linear trend case although the magnitude of the diMerences
is smaller.
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5.2. Finite sample evidence

To gauge the extent to which the predictions from the asymptotic power results of
Section 5.1 can be expected to be borne out in sample sizes encountered in practice,
a small Monte Carlo experiment is conducted. Samples of size T = 200 are generated
according to the bivariate version of (1)–(4) with �; � and �x normalized to zero. The
errors ut are generated by the bivariate model(

uy
t

ux
t

)
=  (L)

(
1 0

;
√
1 − ;2

)(
�yt

�xt

)
; (8)

where (�yt ; �xt )
′ ∼ i.i.d. N(0; I2) and  (L)= (1− a)

∑∞
i=0 aiLi, corresponding to an AR

(1) model for uy
t and ux

t . When the errors are generated according to (8), the long-run
covariance matrix of ut is given by

/ =

(
1 ;

; 1

)
:

As a consequence, the parameter ; in (8) is the correlation coe4cient computed
from / and therefore controls the endogeneity of the regressors. In the simulations,
the endogeneity parameter ; and the persistence parameter a both take on values in
the set {0; 0:5; 0:8}, while the parameter of interest, �, takes on values in the set
{1; 0:975; 0:95; 0:925; 0:90}.
The matrix � is estimated by �̂ = T−1Û ′Û , while / and . are estimated using

VAR(1) prewhitened kernel estimators. 2 Tables 2a (2b) reports observed rejection rates
of 5% level tests using the constant mean (linear trend) versions of the test statistics
PT ( O') and ST . To facilitate comparisons, the PT ( O') and ST test are implemented using
the same estimation strategy. That is, both tests use the same estimators �̂ and .̂ and
both tests are based on a correction in the spirit of Park (1992). The version of ST

constructed in this fashion is described in Choi and Ahn (1995), where it is denoted
SBDHII.

For moderate values of the persistence parameter, the Monte Carlo evidence is consis-
tent with the asymptotic results of Section 5.1. SpeciAcally, when a∈ {0; 0:5} rejection
rates are reasonably close to 5% under the null in and the point optimal test dominates
the locally optimal test in terms of power in most cases. Indeed, the simulation results
suggest that non-trivial power gains can be achieved by employing the test proposed
in this paper. For a = 0:8, on the other hand, both tests fail to control the null re-
jection probability and power is disappointingly low. The size distortions of the point
optimal test appear to be slightly smaller than those of the locally optimal test, but
the locally optimal test is superior to the point optimal test in terms of (size-adjusted)
power.

2 These prewhitened kernel estimators, developed in Jansson (2004a), are modiAed versions of Andrews
and Monahan’s (1992) estimators.
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Table 2
Monte carlo rejection rates

PT (9), ;= ST , ;=

a � 0 0.5 0.8 0 0.5 0.8

(a) 5% Level tests, constant mean, T = 200
1.000 5.1 5.7 5.8 5.0 4.6 3.8
0.975 21.8 21.8 17.0 20.9 21.0 20.0

0 0.950 52.9 52.0 43.0 43.4 43.8 42.8
0.925 74.0 73.2 65.5 60.0 60.5 59.5
0.900 85.7 84.8 79.0 71.2 71.8 71.1

1.000 3.9 4.0 5.2 4.6 5.3 6.8
0.975 17.3 17.2 17.6 18.4 20.0 21.7

0.5 0.950 43.8 43.1 42.1 37.9 38.5 41.9
0.925 63.0 61.8 61.2 49.8 51.2 63.0
0.900 73.8 72.6 71.9 57.3 59.2 63.0

1.000 1.8 3.8 8.6 4.0 6.2 11.0
0.975 6.5 9.2 18.9 12.4 16.3 24.5

0.8 0.950 10.3 16.4 31.5 19.8 25.2 36.1
0.925 9.5 15.5 34.6 18.2 25.0 39.5
0.900 8.2 13.0 30.6 14.0 20.8 37.0

PT (13:5), ;= ST , ;=

a � 0 0.5 0.8 0 0.5 0.8

(b) 5% Level tests, linear trend, T = 200
1.000 5.0 6.4 5.4 5.0 5.2 2.9
0.975 10.9 11.1 7.3 11.0 10.5 8.2

0 0.950 29.9 26.9 17.0 28.3 27.5 23.4
0.925 52.6 48.7 33.6 47.2 45.8 42.1
0.900 70.4 67.1 51.4 62.0 60.9 57.8

1.000 4.0 4.3 4.1 4.3 5.0 6.7
0.975 8.4 8.3 7.5 9.9 11.2 13.1

0.5 0.950 22.3 21.9 18.6 22.9 25.8 28.2
0.925 39.6 38.3 33.5 36.5 39.4 42.6
0.900 53.5 51.9 47.4 48.2 49.5 54.1

1.000 1.6 2.3 5.1 3.5 5.3 11.7
0.975 2.6 3.3 7.5 5.9 8.8 16.5

0.8 0.950 4.1 6.1 12.7 11.1 15.8 26.6
0.925 4.5 6.3 16.0 12.8 18.4 33.6
0.900 3.7 5.6 15.9 10.7 17.1 25.2

Note: Based on 5000 Monte Carlo replications.
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Appendix

Throughout the Appendix, ·� denotes the integer part of the argument and all func-
tions are understood to be CADLAG functions deAned on the unit interval (equipped
with the Skorohod topology). The following Lemma, adapted from Jansson (2004a),
will be used in the proof of Theorems 1 and 2 to derive limiting representations of
sample moments of GLS transformed data from limiting representations of the original
data. Indeed, the following relation, in which {FTt( O')} is expressed in terms of {FTt},
motivates the transformations considered in Lemma 3:

(FT1( O'); FT2( O'); : : : ; FTT ( O'))′ =%−1=2
1−T−1 O'

(FT1; FT2; : : : ; FTT )′:

Lemma 3. Let {FTt : 06 t6T; T¿ 1} and {gTt : 16 t6T; T¿ 1} be triangular
arrays of (vector) random variables with FT0 = 0 for all T . Let O'¿ 0 be given and
de&ne FTt( O') = EFTt + (1 − T−1 O')FT; t−1( O') and gTt( O') = EgTt + (1 − T−1 O')gT; t−1( O')
with initial conditions FT0( O') = FT0 and gT1( O') = gT1. If




FT;�T ·�

T−1
�T ·�∑
t=1

gTt

T−1
�T ·�∑
t=1

FTtg′
Tt

T−2
�T ·�∑
t=2

(
t−1∑
i=1

gTi

)
g′
Tt




→d




F(·)
G(·)∫ ·

0
F(s) dG(s)′ + .FG(·)

∫ ·

0
G(s) dG(s)′ + .GG(·)




; (9)

http://elsa.Berkeley.EDU/users/mjansson
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where F and G are continuous semimartingales and .FG and .GG are continuous,
then 



FT;�T ·�( O')

gT;�T ·� − gT;�T ·�( O')

T−1
�T ·�∑
t=1

FTt( O')gTt( O')′

T−1
�T ·�∑
t=1

(gTt − gTt( O'))g′
Tt




→d




F O'(·)
O'G O'(·)∫ ·

0
F O'(s) dG O'(s)

′ + .FG(·)

O'
(∫ ·

0
G O'(s) dG(s)′ + .GG(·)

)




; (10)

where F O'(s)= O'
∫ s
0 exp(− O'(s− t)) dF(t) and G O'(s)= O'

∫ s
0 exp(− O'(s− t)) dG(t). Joint

convergence in (9) and (10) also applies.

Proof of Theorems 1 and 2. Under the assumptions of Theorem 1, . = 0 and � = /.
Theorem 1 therefore follows from the Neyman–Pearson Lemma, Theorem 2 and the
fact that the distribution of ’('; ') is continuous.
Next, to prove Theorem 2, let O�= O�T =1−T−1 O' and for � ∗ ∈ {1; O�}, let (y+

1 (�
∗); : : : ;

y+
T (�

∗))′ = Y+
� ∗ . Let x+t = xt − .̂x·�̂−1û t , where (û 1; : : : ; û T )′ = Û . Now, y+

t (� ∗) can
be written as

y+
t (�

∗) = �(� ∗)′dt + �′x+t + v+t (�
∗);

where �(� ∗) satisAes �(� ∗)′dt = (� + �′
x/

−1
xx !xy(1 − �))′dt − � ∗!̂′

xy/̂−1
xx �′

xEdt and
v+t (� ∗)= v++

t + v̂++
t (� ∗), where v++

t =(1−�)
∑t

s=1 uy·x
s +�uy·x

t , uy·x
t =uy

t −!′
xy/

−1
xx ux

t

and v̂++
t (� ∗) =−(� ∗/̂−1

xx !̂xy − �/−1
xx !xy)′ux

t − (�̂ − � − (1− �)/−1
xx !xy)û t . Moreover,

x+t =x++
t +x̂++

t , where x++
t =xt−.x·�−1ut and x̂++

t =(.x·�−1−.̂x·�̂−1) ut+.̂x·�̂−1(ut−
û t). Similarly, r+t = (d′

t ; x
+′
t )′ = r++

t + r̂++
t , where r++

t = (d′
t ; x

++′
t ) and r̂++

t = (0; x̂++′
t ).

By proceeding as in the proof of Jansson and Haldrup (2002,Lemma 6), stan-
dard weak convergence results for linear processes (e.g., Phillips and Solo, 1992;
Phillips, 1988; Hansen, 1992) can be used to show that the following hold jointly:

T 1=2ATr+�T ·� = T 1=2ATr++
�T ·� + op(1) →d Q(·) (11)

T−1=2
�T ·�∑
t=1

v+t (�
∗) = T−1=2

�T ·�∑
t=1

v++
t + op(1) →d !1=2

yy·xV
'(·); (12)

AT

�T ·�∑
t=1

r+t v+t (�
∗) =AT

�T ·�∑
t=1

r++
t v++

t + op(1) →d !1=2
yy·x

∫ ·

0
Q(s) dV'(s); (13)

T−1
�T ·�∑
t=1

(
t−1∑
s=1

v+s (�
∗)

)
v+t (�

∗) = T−1
�T ·�∑
t=1

(
t−1∑
s=1

v++
s

)
v++
t + op(1)

→d !yy·x
∫ ·

0
V'(s) dV'(s) + 1yy·x

∫ ·

0
ds; (14)
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for � ∗ ∈ {1; O�}, where

AT =

(
diag(T−1=2; : : : ; T−(p+1=2)) 0′

−T−1/−1=2
xx �′

x T−1/−1=2
xx

)
:

Since L+
T (�

∗) is invariant under transformations of the form Y+
� ∗ → Y+

� ∗ + D · a +
X+ · b, PT ( O') can be written as P1

T ( O') + P2
T ( O') + P3

T ( O'), where P1
T ( O') = log |R+′

R+| −
log |R+′

%−1
O�

R+|, P2
T ( O') = !̂−1

yy·x(V
+′
1 V+

1 − V+′
O�

%−1
O�

V+
O�

− 2 O'1̂yy·x),

P3
T ( O') = !̂−1

yy·xV
+′
O�

%−1
O�

R+(R+′
%−1

O�
R+)−1R+′

%−1
O�

V+
O�

−!̂−1
yy·xV

+′
1 R+(R+′

R+)−1R+′
V+
1 ;

and V+
� ∗ = (v+1 (�

∗); : : : ; v+T (�
∗))′ for � ∗ ∈ {1; O�}.

Using (11), Lemma 3, the continuous mapping theorem (CMT) and standard ma-
nipulations,

P1
T ( O') = log|ATR+′

R+A ′
T | − log|ATR+′

%−1
O�

R+A ′
T |

→d log

∣∣∣∣∣
∫ 1

0
QQ′

∣∣∣∣∣− log

∣∣∣∣∣
∫ 1

0
Q O'Q

′
O'

∣∣∣∣∣ :
Similarly, using (12) and (14), (!̂yy·x; 1̂yy·x) →p (!yy·x; 1yy·x), Lemma 3 and CMT,

P2
T ( O') = 2!̂−1

yy·x((V
+
1 − %−1=2

O�
V+
O�
)′V+

1 − O'1̂yy·x)

−!̂−1
yy·x(V

+
1 − %−1=2

O�
V+
O�
)′(V+

1 − %−1=2
O�

V+
O�
)

= 2!−1
yy·x((V

++ − %−1=2
O�

V++)′V++ − O'1yy·x)

−!−1
yy·x(V

++ − %−1=2
O�

V++)′(V++ − %−1=2
O�

V++) + op(1)

→d 2 O'
∫ 1

0
V'
O' dV' − O'2

∫ 1

0
(V'

O' )
2;

where V++ = (v++
1 ; : : : ; v++

T )′.
Finally, using (11) and (13), !̂yy·x →p !yy·x, Lemma 3 and CMT,

P3
T ( O') →d

(∫ 1

0
Q O' dV

'
O'

)′(∫ 1

0
Q O'Q

′
O'

)−1(∫ 1

0
Q O' dV

'
O'

)

−
(∫ 1

0
Q dV'

)′(∫ 1

0
QQ′

)−1(∫ 1

0
Q dV'

)
:

The convergence results in the preceding displays hold jointly. Combining these results,
Theorem 2 follows.
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