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Abstract—Empirical researchers interested in the causal effect of the endogenous regressor often use instrumental variables. When few valid instruments are available, they typically estimate restricted specifications that impose uniform per unit treatment effects, even when these effects are likely to vary. We show that in these cases, ordinary least squares and instrumental variables estimators identify different weighted averages of all per unit effects, so the traditional Hausman test is uninformative about endogeneity. We develop a new exogeneity test that works even when the true model cannot be estimated using IV methods as long as a single valid instrument is available. We revisit three recent empirical examples to demonstrate the practical value of our test.

I. Introduction

Many recent empirical papers seek to estimate causal relationships using instrumental variables (IV), including two-stage least squares (2SLS) estimators, when concerns about causality arise. A model frequently estimated in practice has the following form:

\[ y_i = s_i \beta^L + x_i' \gamma + \nu_i, \]  

(1)

where \( y_i \) is the outcome of individual \( i \), \( x_i \) is a \( k \times 1 \) vector of exogenous covariates (including an intercept), and \( s_i \) is the potentially endogenous regressor. For example, the variable \( s_i \) might reflect different treatment levels of a government training program or different dosage levels for a new drug treatment. In our empirical examples and much of our discussion, \( s_i \) reflects years of completed schooling.

Conclusions about exogeneity of \( s_i \) and consistency of the ordinary least squares (OLS) estimator are typically based on a comparison of OLS and IV estimates of \( \beta^L \). When a standard Hausman test (Hausman, 1978) indicates a significant difference between OLS and IV estimates, it is common to conclude that endogeneity of \( s_i \) plays an important confounding role in OLS.

Yet in many economics applications, the true relationship between \( y_i \) and \( s_i \) is unlikely to be linear. In particular, suppose that the endogenous regressor \( s_i \in \{0, 1, 2, 3, \ldots, S\} \) is discrete and the true model has the form

\[ y_i = \sum_{j=1}^{S} D_{ij} \beta_j + x_i' \gamma + \nu_i, \]  

(2)

where \( D_{ij} = 1[s_i \geq j] \) reflects a dummy variable equal to 1 if \( s_i \geq j \) and 0 otherwise, \( E(\epsilon_i) = 0 \), and \( E(\nu_i) = 0 \). When \( s_i \) reflects years of schooling, the \( \beta_j \) represent grade-specific effects of moving from \( j-1 \) to \( j \) years of schooling.

The difference between the models in equations (1) and (2) is that the former assumes a uniform per unit or marginal effect of \( s_i \) across all levels of \( s_i \) while the latter does not. For example, in the classic case of the return to education, the model in equation (1) assumes that the effect of an extra year of elementary school is identical to the effect of the last years of high school and college, while the model in equation (2) allows for sheepskin effects and other nonlinearities that are likely to arise in practice.

While variable per unit treatment effects are likely to be important in many applications, relatively few studies have focused on their practical implications when instrumental variables may be needed.\(^1\) The difficulty in estimating a specification like equation (2) when endogeneity concerns arise is that there may be many \( \beta_j \) parameters to estimate, while researchers typically have very few valid instruments. In theory, a single continuous instrument may be sufficient for identification. In practice, there is often insufficient variation in the instrument to precisely estimate all per unit effects. Discrete-valued instruments are also common in the literature. As a consequence, empirical studies commonly estimate models like equation (1) even when there is no theoretical reason to do so, and in some cases there is prima facie evidence of important nonlinearities between \( y_i \) and \( s_i \).

We demonstrate that when the per unit effects of changes in \( s_i \) vary over the range of \( s_i \) as in equation (2) but the estimated model assumes that all per unit effects are the same as in equation (1), OLS and IV methods estimate different weighted averages of all per unit effects. Building on this insight, we develop a new exogeneity test that requires only a single (even binary) instrument and is useful when per unit treatment effects vary across treatment levels.

We stress that our results do not apply to all nonlinear models, only to the specific case described in equations (1) and (2). In particular, we assume (a) a single finite-valued discrete endogenous regressor, (b) exogenous regressors are additively separable and enter the equation linearly; and (c) all coefficients (including per unit treatment effects) are homogeneous in the population. While these assumptions are strong, they are common in the applied microeconomics literature.

We are not the first to point out that estimates from a misspecified linear model (i.e., constant marginal or per unit treatment effects) yield weighted averages of each

\(^1\) Angrist, Graddy, and Imbens (2000), Lochner and Moretti (2001), and Mogstad and Wiswall (2010) are notable exceptions.
Angrist and Imbens (1995) and Heckman, Urzua, and Vytlacil (2006) derive weights for IV estimators in the presence of both variable multivalued treatment effects and parameter heterogeneity. Angrist and Imbens (1995) show conditions under which 2SLS estimates a local average treatment effect (LATE).2 In a very general setting, Heckman et al. (2006) discuss ordered and unordered choice models with unobserved heterogeneity and nonlinearity, developing weights for treatment effects using general instruments. Heckman and Vytlacil (2005) emphasize that in the presence of parameter heterogeneity, there is no single effect of the regressor on an outcome, and different estimation strategies provide estimates of different parameters of interest or different average effects. While many studies focus on parameter heterogeneity across individuals with a uniform marginal effect over values of \( s_i \) (i.e., \( y_i \) is linear in \( s_i \)), we consider the opposite case, assuming a nonlinear relationship between \( y_i \) and \( s_i \) that is the same for all individuals.3 Our setting is a special case of that used by Heckman et al. (2006); however, our emphasis on varying per unit treatment effects, and the endogeneity test is novel.

We begin by showing that inappropriately assuming model (1) when per unit treatment effects vary across treatment levels will generally yield different OLS and IV/2SLS estimates even in the absence of endogeneity, since these estimators can be written as weighted averages of causal responses to each marginal change in the regressor, where the sets of weights differ for the estimators.4 An appealing feature of our setting is that the weights have an intuitive interpretation, are functions of observable quantities, and can be easily estimated under very general assumptions. Therefore, it is possible to directly compare the OLS and IV weights.

This insight leads to our main contribution: a new exogeneity test that can be used to determine the consistency of the OLS estimator for equation (2). Before describing our test, first note that the standard Hausman test is of limited applicability in this context. Since OLS and IV/2SLS identify different weighted averages of all per unit effects, the Hausman test applied to equation (1) is uninformative about the endogeneity of the regressor when per unit treatment effects vary across treatment levels. It may reject equality of OLS and IV/2SLS estimates even when the regressor is exogenous, and it may fail to reject equality when the regressor is endogenous. Alternatively, in order to implement the Hausman test for equation (2), one would need to estimate all \( \beta_j \) parameters using IV methods. In practice, this is often impossible when there are many treatment levels, since researchers often have access to only a few valid instruments with limited variation. Rarely would researchers have instruments capable of identifying, for example, twenty different grade-specific \( \beta_j \) parameters associated with all potential schooling levels.

The test that we propose can be thought of as a generalization of the standard Hausman test and is informative about the consistency of OLS estimates for all \( \beta_j \) effects in equation (2). Our test reweights OLS estimates of the \( \beta_j \)s from equation (2) using estimated IV/2SLS weights and compares this with the corresponding IV/2SLS estimator of \( \beta_L \) in equation (1). Under fairly general conditions, our test can be implemented even when only a single valid (binary) instrument is available.5

Our proposed test has both strengths and weaknesses. The fact that our test requires only a single instrument should make it attractive to empirical researchers. In many contexts, researchers can easily use OLS to estimate models like equation (2) (e.g., regressing log wages on a set of twenty schooling dummies), yet they often have very few valid instruments with limited variation at their disposal. A researcher can use our test to establish whether the OLS estimates are consistent without having to estimate the more general equation (2) using IV/2SLS. If our test fails to reject exogeneity, researchers can have some confidence in their OLS estimates. However, if our test rejects, it does not help in estimating the true model. Our test therefore offers only a partial solution to the problem of estimating multiple per unit treatment effects with limited instruments.

Three additional limitations are worth highlighting. First, it is important to note that we test whether the weighted average of all OLS \( \beta_j \) asymptotic biases equals 0. Therefore, our test has no power against the possibility that some OLS \( \beta_j \) estimates are asymptotically biased upward and others downward in such a way as to exactly cancel each other when averaged using the IV/2SLS weights. Still, rejection of the null implies that OLS estimates are inconsistent. Furthermore, we discuss conditions under which all \( \beta_j \) asymptotic biases would be of the same sign, in which case our test is equivalent to testing whether all OLS \( \beta_j \) estimates are consistent. In many applications, economic theory can be informative about the likely sign of any biases. For example, in the case of returns to schooling, most models of investment in human capital predict that OLS estimates of \( \beta_j \) are all asymptotically upward biased.

2 Intuitively, the LATE reflects the effect of a regressor on outcomes for individuals induced to change their behavior in response to a change in the value of the instrument.


4 Relative to the existing literature, our models are closer to those typically estimated in practice. Angrist and Imbens (1995) consider only discrete regressors that are indicators that place observations into mutually exclusive categories, and they interact their instrument (also assumed to be discrete) with each of these regressors to create a large set of effective instruments. The Heckman et al. (2006) discussion of instrumental variables estimation in ordered-choice models is left implicit on all covariates affecting the outcome variable.

5 Lochner and Moretti (2001) and Mogstad and Wiswall (2010) suggest that comparing reweighted OLS estimates with IV/2SLS estimates may be a useful heuristic approach for assessing the importance of nonlinearity. In this paper, we develop a formal econometric test for exogeneity based on this insight. Our test differs conceptually and practically from the omnibus specification tests developed by White (1981), which essentially compare different weighted generalized least squares estimators for a general nonlinear function.
Second, even if exogeneity cannot be rejected, researchers should exercise caution when conducting inference using OLS estimates of equation (2) when the instruments are not sufficiently strong. Like the Hausman test, our test does not have much power when instruments are weak. As Wong (1997) and Guggenberger (2010) demonstrate, this can cause size problems with inference in a two-stage approach where the Hausman test is used to determine exogeneity in a first stage and OLS estimates are used in a second stage when exogeneity cannot be rejected. \(^6\) Monte Carlo simulations confirm that similar inference problems can arise when using our test with insufficiently strong instruments.

Third, our approach assumes that equation (2) reflects the true model. Misspecification due to, for example, nonseparabilities between \(s_i\) and \(x_i\) or due to individual-level parameter heterogeneity would likely invalidate our test, since this would alter the relationship between OLS and IV estimators in unaccounted-for ways.

In the last part of the paper, we demonstrate the practical usefulness of our test by reexamining three recent empirical papers in which estimated 2SLS effects differ from OLS effects. In one example, our test suggests that schooling is exogenous for incarceration among white men. As we discuss, this is empirically useful since it lends credibility to OLS estimates that suggest a highly nonlinear relationship between educational attainment and the probability of imprisonment. In contrast, our test strongly rejects exogeneity of schooling for incarceration among black men, while the standard Hausman test does not. In this case, the endogeneity of schooling is obscured when nonlinearities between schooling and imprisonment are ignored. Our other examples produce greater concordance between the standard Hausman test and our exogeneity test, although for different reasons.

The rest of the paper is organized as follows. In section II, we show conditions under which OLS, IV, and 2SLS estimates of \(\hat{\beta}_j\) in equation (1) can be written as weighted averages of the true underlying \(\beta_j\) parameters in the more general model given by equation (2). For expositonal purposes, we will refer to \(s_i\) as years of schooling, so the \(\beta_j\) reflect grade-specific marginal or per unit effects. Section III develops an exogeneity test that can be used to determine consistency of the OLS estimator for equation (2). Section IV presents the results from three previous empirical examples, and section V concludes.

II. Estimating Weighted Average Per Unit Treatment Effects

In this section, we consider IV/2SLS and OLS estimators when equation (1) is estimated, but the true model is described by equation (2). We show conditions under which these estimators converge to a weighted average of each grade-specific \(\hat{\beta}_j\) effect and discuss the weights. We assume throughout our analysis that all observations are independent across \(i = 1, \ldots, N\) individuals and that standard conditions for the weak law of large numbers and central limit theorems apply. \(^7\)

A. IV Estimation with a Single Instrument

We first consider IV estimation with a single instrument, discussing OLS as a special case. We study the case where the potentially endogenous variable \(s_i\) is discrete. \(^8\) Throughout the paper, we assume \(\epsilon_i\) is independent across individuals with \(E(\epsilon_i) = 0\), \(x_i\) is distributed with density \(F_{x}()\), and \(E(\epsilon_i|x_i) = 0\). The following decomposition is also useful:

\[
s_i = x_i\delta_i + \eta_i, \text{ where } \delta_i = \left[ E(x_i^2) \right]^{-1}E(x_i s_i) \text{ by construction and } E(x_i \eta_i) = 0.
\]

The following IV assumption is standard.

Assumption 1. The instrument is uncorrelated with the error in the outcome equation, \(E(\epsilon_i z_i) = 0\), and correlated with \(s_i\) after linearly controlling for \(x_i\), \(E(\eta_i z_i) \neq 0\).

Let \(M_s = 1 - \lambda(x'x)^{-1}x'\) and \(\tilde{s} = M_s s\) for any variable \(s\). (We drop the \(i\) subscripts when we refer to the vector or matrix version of a variable that vertically stacks all individual-specific values.) With a single instrument, 2SLS estimation of equation (1) is equivalent to the following IV estimator:

\[
\hat{\beta}_{IV} = (\tilde{s} M_s)^{-1}\tilde{s} M_y \hat{\beta}_y
\]

\[= (\tilde{s} \tilde{s})^{-1}\tilde{s} \left( \sum_{j=1}^{S} D_j \beta_j \right) + (\tilde{s} \tilde{s})^{-1}\tilde{s} \epsilon
\]

\[= \sum_{j=1}^{S} \tilde{\delta}_j IV \beta_j + (\tilde{s} \tilde{s})^{-1}\tilde{s} \epsilon,
\]

where \(\tilde{\delta}_j IV = (\tilde{s} \tilde{s})^{-1}\tilde{s} D_j = \left( \frac{1}{N} \sum_{i=1}^{N} \tilde{z}_i D_{ij} \right) / \left( \frac{1}{N} \sum_{i=1}^{N} \tilde{z}_i \tilde{z}_j \right) \).

Since \(\sum_{j=1}^{S} D_j = s_i\), these \(\tilde{\delta}_j IV\) sum to 1 over \(j = 1, \ldots, S\). We refer to them as weights even though they may be negative for some \(j\). \(^9\)

One helpful assumption is monotonicity in the effects of the instrument on \(s_i\). Although monotonicity is not necessary

\(^6\) Specifically, Wong (1997) and Guggenberger (2010) provide simulation evidence in a linear regression model like equation (1) for the null rejection probability of a simple hypothesis test conditional on a standard Hausman pretest for exogeneity not rejecting. Their findings indicate that when regressor endogeneity is small, the null rejection probability of the hypothesis test may be substantially higher than the nominal size if the instruments are not sufficiently strong.

\(^7\) For example, assume all random variables are independent and have finite first, second, and third moments. Finite third moments enable application of central limit theorems based on independent but not necessarily identically distributed random variables (e.g., Liapounov).

\(^8\) While we study the case of a discrete endogenous regressor, OLS and IV estimators will also yield different weighted averages of marginal effects when the regressor is continuous. The insights of Yitzhaki (1996) might be used to develop weights and a related test specifically designed for the continuous regressor case.

\(^9\) When they cannot be shown to be nonnegative, we use “weights” with quotation marks to distinguish them from cases when they are known to be proper weights that are both nonnegative and sum to 1.
for deriving and estimating “weights,” it does help to ensure that they are nonnegative and simplifies their interpretation. When \( s_i \) reflects years of schooling, monotonicity implies that the instrument either causes everyone to weakly increase or causes everyone to weakly decrease their schooling. Without loss of generality, we assume that \( s_i \) is weakly increasing in \( z_i \). Define \( s_i(\theta) \) to be the value of \( s_i \) for individual \( i \) when \( z_i = \theta \).

**Assumption 2** (monotonicity). The instrument does not decrease \( s_i \): \( Pr[s_i(\theta) < s_i(\theta')] = 0 \), for all \( \theta > \theta' \).

To facilitate our analysis of \( \beta_{IV}^{\prime} \), it is useful to decompose \( z_i = x_i' \delta + \xi \) where \( \delta := [E(s_i|x_i')]^{-1}E(x_i \xi) \) and \( E(\xi|x_i') = 0 \).

**Proposition 1.** If assumption 1 holds, then \( \beta_{IV}^{\prime} \Rightarrow \sum_{j=1}^{S} \omega_j^{IV} \beta_j \), where

\[
\omega_j^{IV} = \frac{Pr[s_i \geq j]E(\xi|s_i \geq j)}{\sum_{k=1}^{j} Pr[s_i \geq k]E(\xi|s_i \geq k)}
\]  

(3)

sum to unity over all \( j = 1, \ldots, S \). Furthermore, if \( E(\xi|x_i) = x_i' \beta_s \) and assumption 2 (monotonicity) holds, then the weights are nonnegative and can be written as

\[
\omega_j^{IV} = \frac{E[\text{Cov}(\xi_i, D_{ij}|x_i)]}{\sum_{k=1}^{S} E[\text{Cov}(\xi_i, D_{ik}|x_i)]} \geq 0.
\]

(4)

**Proof.** See online appendix A.

This result shows that estimating the misspecified linear-in-schooling model using IV yields a consistent estimate of a weighted average of all grade-specific \( \beta_j \) effects. The weights on all grade-specific effects are straightforward to estimate. From a 2SLS regression of \( D_{ij} \) on \( s_i \) and \( x_i \) using \( z_i \) as an instrument for \( s_i \), the coefficient estimate on \( s_i \) equals \( \omega_j^{IV} \).

When the instrument affects all persons in the same direction and its expectation conditional on \( x_i \) is linear (e.g., \( x \)'s are mutually exclusive and exhaustive categorical indicator variables), the weights are nonnegative and depend on the strength of the covariance between the instrument and each schooling transition indicator conditional on other covariates. In general, different instruments yield estimates of different “weighted averages,” even if the instruments are all valid.

With assumption 1, \( E(\xi|x_i) = x_i' \beta_s \), and \( E(\xi|x_i|x_i) = 0 \), it is straightforward to show that the IV estimator converges to a weighted average of all conditional (on \( x_i \)) IV estimators, where the weights are proportional to the covariance between the instrument and schooling conditional on \( x_i \):

\[
\beta_{IV}^{\prime} \Rightarrow \int \beta_{IV}(\phi)h(\phi)dF_x(\phi),
\]

where \( \beta_{IV}(\phi) = \frac{\text{Cov}(z_i,y|x_i=\phi)}{\text{Cov}(z_i,x_i=\phi)} \) is the population analog of the IV estimator conditional on \( x_i = \phi \) and \( h(\phi) = \frac{1}{\int \text{Cov}(z_i,y|x_i=\phi)dF_x(\phi)} \) is a weighting function that integrates to 1 for all \( x_i \) (with \( h(\phi) \geq 0 \) under assumption 2). Notice that \( \beta_{IV}(\phi) = \beta_0 + \sum_{j=1}^{S} \beta_j \omega_j^{IV}(\phi) \), where \( \omega_j^{IV}(\phi) = \frac{\text{Cov}(z_i,D_{ij}|x_i=\phi)}{\text{Cov}(z_i,x_i=\phi)} \) are \( x \)-specific IV “weights” for each grade-specific effect, \( \beta_j \). Each \( x \)-specific IV estimator is simply a weighted average of the grade-specific \( \beta_j \) effects, where the weights are proportional to the covariance between the instrument and \( D_{ij} \) conditional on \( x_i \). Some rearranging shows that the IV weights from equations (3) or (4) can be rewritten as \( \omega_j^{IV} = \int \omega_j^{IV}(\phi)h(\phi)dF_x(\phi) \).

These results complement the IV/2SLS analyses of Angrist and Imbens (1995) and Heckman et al. (2006), who also consider parameter heterogeneity along with variable per unit treatment effects. In order to ease interpretation in the presence of parameter heterogeneity, Angrist and Imbens (1995) make strong assumptions about the additional \( x_i \) covariates and how they enter in estimation. Specifically, they assume that the \( x_i \) regressors are indicator variables that place individuals into mutually exclusive categories and that the instrumental variable (also assumed to be discrete) is interacted with all of these additional covariates. By contrast, Heckman et al. (2006) consider a very general setting for ordered and unordered choice models; however, their discussion of IV estimation for these models implicitly conditions on all covariates \( x_i \) (deriving IV weights analogous to \( \omega_j^{IV}(\phi) \) in our setting). Results in this section could therefore be derived as a special case of their analysis. While our analysis ignores heterogeneity in the grade-specific effects, it considers estimation under common assumptions about covariates and the way they typically enter during estimation. We are not focused on finding an “economic interpretation” for the IV estimator, since the weights we consider can easily be estimated. Instead, we are interested in empirically comparing the OLS and IV weights and deriving a test for whether the different weights can explain differences between the two estimators when per unit treatment effects are incorrectly assumed to be uniform (i.e., linearity between \( y_i \) and \( s_i \)).

Since OLS is a special case of IV estimation, in the absence of endogeneity, the OLS estimator for the linear-in-\( s_i \) model in equation (1) also converges to a weighted average of the grade-specific effects, \( \beta_j \), where the weights are nonnegative and sum to 1.

**Corollary 1.** If \( E(e_i|x_i) = 0 \) then

\[
\beta_{OLS}^{L} \Rightarrow \sum_{j=1}^{S} \omega_j^{OLS} \beta_j,
\]

(5)

10 In online appendix A, we further show that with a binary instrument, the \( \omega_j^{IV}(\cdot) \) weights can be more easily interpreted along the lines of the LATE analysis of Angrist and Imbens (1995).
where the
\[
\omega_j^{OLS} = \frac{Pr(s_i \geq j)E(\eta_i | s_i \geq j)}{\sum_{k=1}^{S} Pr(s_i \geq k)E(\eta_i | s_i \geq k)} \geq 0 \quad (6)
\]
sum to unity over all \( j = 1, \ldots, S \).

**Proof.** This result largely follows from proposition 1 replacing \( z_i \) with \( s_i \). Online appendix A shows that the OLS weights are always nonnegative.

The empirical counterpart to the OLS weights, \( \hat{\omega}_j^{OLS} \), is simply the coefficient estimate on \( s_i \) in an OLS regression of \( D_{ij} \) on \( s_i \) and \( x_i \). Therefore, only data on \( x_i \) and \( s_i \) are needed to construct consistent estimates of the asymptotic weights. Of course, the weights implied by OLS estimation will not generally equal the weights implied by IV estimation.11 In section IV, we graph estimated OLS and IV weights.

Researchers often estimate models like equation (1) rather than the more general equation (2) because they are limited in the instrumental variables at their disposal. Yet even than the more general equation (2) because they are limited in the instrumental variables at their disposal. Yet even when only a single valid instrumental variable is available. However, we first generalize our key results to the case of many instruments.

**B. 2SLS Estimation with Multiple Instruments**

We now generalize the results to the case where we have \( I \) distinct instruments for schooling, \( z_i = (z_{i1} \ldots z_{id})' \), but the researcher still estimates the linear-in-schooling model (1). Let \( s_i = x_i'\theta + z_i'\delta + \xi_i \) with \( \tilde{\theta} \) and \( \tilde{\delta} \) reflecting the corresponding OLS estimates of \( \theta \) and \( \delta \). Further define the predicted value of schooling conditional on \( x \) and \( z \): \( \hat{s}_i = x_i'\tilde{\theta} + z_i'\tilde{\delta} \). Then 2SLS estimation of equation (1) yields

\[
\hat{\beta}_L = (\hat{\Sigma} M_x) -1 \hat{\Sigma} M_y = \sum_{j=1}^{S} \hat{\omega}_j \beta_j + (\hat{\Sigma} M_x) -1 \hat{\Sigma} M_x \varepsilon,
\]
where the “weights” \( \hat{\omega}_j = (\hat{\Sigma} M_x)^{-1} \hat{\Sigma} M_x D_j \) reflect consistent estimates of \( \omega_j \) from 2SLS estimation of

\[
D_{ij} = s_i\omega_j + x_i'\alpha_j + \psi_j, \quad \forall j \in \{1, \ldots, S\}.
\]

We assume that assumption 1 holds for all \( z_{i\ell} \) instruments and that we have sufficient variation in \( z_i \) conditional on \( x_i \) for identification. Let \( \zeta_i = (\zeta_{i1} \ldots \zeta_{iI})' \) be the \( I \times 1 \) vector collecting all \( \zeta_{i\ell} = z_{i\ell} - x_i'\theta_{i\ell} \), where \( \theta_{i\ell} = [E(x_i'z_i)]^{-1}E(x_i'z_{i\ell}) \) was introduced above in the single-instrument case.12

**Assumption 3.** The covariance matrix for \( z_i \) after partialling out \( x_i, E(z_i'z_i) \), is full rank.

As with the single-instrument IV estimator, we can show that the 2SLS estimator for \( \beta_L \) in equation (1) converges in probability to a “weighted” average of all grade-specific effects. Letting \( \omega_{i\ell} \) reflect the grade \( j \) “weight” from the single-instrument IV estimator using \( z_{i\ell} \) as the instrument as defined by equation (3), the 2SLS estimator “weight” on any \( \beta_j \) is a weighted average of each of these single-instrument IV estimator “weights”:

**Proposition 2.** Under assumptions 1 and 3, \( \hat{\beta}_L^{2SLS} \xrightarrow{p} \sum_{i=1}^{I} \omega_{i\ell} \theta_{i\ell} \) sum to unity over all \( j = 1, \ldots, S \) and

\[
\Omega_{\ell} = \frac{\sum_{k=1}^{S} \theta_{i\ell} \sum_{k=1}^{S} \sum_{k=1}^{S} \sum_{k=1}^{S} Pr(s_i \geq k)E(\eta_i | s_i \geq k)}{\sum_{m=1}^{I} \sum_{k=1}^{S} \sum_{k=1}^{S} \sum_{k=1}^{S} Pr(s_i \geq k)E(\eta_m | s_i \geq k)} \quad (9)
\]

sum to unity over all \( \ell = 1, \ldots, I \). Furthermore, if each instrument satisfies assumption 2 and \( E(z_{i\ell}'x_i) = x_i'\delta_{i\ell} \), then all \( \omega_{i\ell} \), \( \Omega_{\ell} \), and \( \omega_j \) are nonnegative.

**Proof.** See online appendix A.

Not surprisingly, one can also show that the 2SLS estimator converges in probability to a weighted average of the probability limits of all single-instrument IV estimators, where the weights are given by \( \Omega_{\ell} \) in equation (9).13

11 For example, consider the case with no \( x \) regressors (except an intercept). It is straightforward to show that \( \omega^{OLS}_{iS+1} = \omega^{OLS}_{iS} \propto (E(s_i) - j) \times Pr(s_i = j) \), which is positive for \( j < E(s_i) \), 0 for \( j = E(s_i) \), and negative when \( j > E(s_i) \). This implies that OLS estimation of the linear specification places the most weight on grade-specific \( \beta \) effects near the mean schooling level. When schooling is uniformly distributed in the population, the weights decay symmetrically as one moves away from the mean in either direction. Contrast this with the IV weights in the case of a binary instrument \( z_i \in [0, 1] \) satisfying the monotonicity assumption. In this case, IV places all the weight on schooling margins that are affected by the instrument, while the underlying distribution of schooling in the population is irrelevant.

12 In the case of a single instrument, this analysis reduces to that for IV in section IIA with \( \hat{\beta}_L^{2SLS} = \hat{\beta}_L^{IV} \) and \( \omega_j = \omega_j^{IV} \) for all \( j \).

13 If we define \( \beta_{i\ell}^{IV} = plim \hat{\beta}_{i\ell}^{IV} \), where \( \hat{\beta}_{i\ell}^{IV} \) is the single-instrument IV estimator using \( z_{i\ell} \) as an instrument for \( s_i \) in estimating equation (1), then \( \hat{\beta}_L^{2SLS} \xrightarrow{p} \sum_{\ell=1}^{I} \Omega_{\ell} \beta_{i\ell}^{IV} \), where \( \Omega_{\ell} \) is defined by equation (9).
III. A Wald Test for Consistent OLS Estimation of All $\beta_j$’s

When at least one valid instrumental variable is available, the analysis of section II suggests a practical test for whether OLS estimates of $B \equiv (\beta_1, \ldots, \beta_5)$ from equation (2), $\hat{B}$, are consistent.\(^{14}\) We now develop a test that compares the 2SLS estimator from equation (1) with the weighted sum of the grade-specific OLS estimates of the $\beta_j$’s from equation (2), using the estimated 2SLS weights $\hat{\omega} \equiv (\hat{\omega}_1, \ldots, \hat{\omega}_5)$. Intuitively, if $E(\varepsilon_i|s_i) = 0$, so the grade-specific OLS estimates are consistent, then the reweighted sum of these OLS estimates (using the 2SLS weights) should asymptotically equal the 2SLS estimator from equation (1), that is, $\beta_{2SLS}^\prime \hat{\omega} - \hat{\omega} \hat{B} \overset{p}{\to} 0$. This will not generally be true when $E(\varepsilon_i|D_{ij}) \neq 0$ for any $j$.

Applying 2SLS to equation (8) yields estimates $\hat{\omega}_1$ and $\hat{\delta}_j$ for all $j$. In order to derive our test statistic, we frame estimation of $\hat{B}, \beta_{2SLS}^\prime \hat{\omega}$, and $\hat{\omega}$ as a stacked generalized method of moments (GMM) problem. This establishes joint normality of $(\hat{B}, \beta_{2SLS}^\prime \hat{\omega})$ and facilitates estimation of the covariance matrix for all of these estimators. From this, a straightforward application of the delta method yields the variance of $\beta_{2SLS}^\prime \hat{\omega} - \hat{\omega} \hat{B}$, which is used in developing a chi-square test statistic for the null hypothesis that $\hat{T} \equiv \beta_{2SLS}^\prime \hat{\omega} - \hat{\omega} \hat{B} \overset{p}{\to} 0$.

It is necessary to introduce some additional notation in order to define the test statistic. We first define the regressors for OLS estimation of equation (2), $X_{1ij} = (D_{ij}, x_i)$, and the regressors, $X_{2j} = (s_j, x_i)$, and instruments, $Z_{2j} = (z_j, x_i)$, used in 2SLS estimation of equations (1) and (8). Denote the corresponding matrices for all individuals as $X_{1}, X_{2j}$, and $Z_{2j}$, respectively. Next, let $\Theta = (B' \gamma \beta^L \gamma^L \omega', \alpha_1', \ldots, \omega', \alpha_5')$ reflect the full set of parameters to be estimated. Finally, let $\Theta$ denote the corresponding vector of parameter estimates, where $(B' \gamma)$ is estimated by OLS and $(\beta^L \gamma^L)$ and all $(\omega', \alpha_j')$ are estimated via 2SLS.

The variance of $\Theta$ can be consistently estimated from
\[
\hat{V} = \hat{A} \hat{A}^\prime,
\]
where
\[
\hat{A} = \begin{pmatrix}
[X_1'X_1]^{-1} & 0 \\
0 & I_2 \otimes [\hat{X}_2'\hat{X}_2]^{-1}\hat{\gamma}_2'
\end{pmatrix},
\]
\[
\hat{\gamma}_2 = (Z_2'Z_2)^{-1}Z_2'X_2, \quad \hat{X}_2 = Z_2\hat{\gamma}_2, \quad I_2 \text{ is an } S + 1 \text{ dimension identity matrix, and } \theta \text{ reflects conformable matrices of zeros.}\]

Furthermore,
\[
\hat{A} = 1/N \sum_{i=1}^N \begin{pmatrix}
\hat{\varepsilon}_i^2 & \hat{\varepsilon}_i \hat{\gamma}_i & \hat{\varepsilon}_i \hat{\gamma}_i' \\
\hat{\varepsilon}_i \hat{\gamma}_i & \hat{\gamma}_i^2 & \hat{\gamma}_i \hat{\gamma}_i' \\
\hat{\varepsilon}_i \hat{\gamma}_i' & \hat{\gamma}_i \hat{\gamma}_i' & \hat{\gamma}_i \hat{\gamma}_i'
\end{pmatrix},
\]
where $\hat{\varepsilon}_i = y_i - D_i'\hat{\beta} - x_i'\hat{\gamma}, \hat{\gamma}_i = y_i - s_i\hat{\beta}_{SLS} - x_i'\hat{\gamma}',$ and $\hat{\gamma}_i = (\psi_{1i}, \psi_{2i}, \ldots, \psi_{Si})'$ with $\hat{\psi}_j = D_j - s_j\hat{\omega}_j - \hat{\alpha}_j x_i$.

Finally, define $\hat{T} \equiv T(\hat{\Theta}) = \beta_{2SLS}^\prime \hat{\omega} - \hat{\omega} \hat{B}$, and let
\[
\hat{C} \equiv \nabla \hat{T} = (-\hat{\omega}' 0' \ldots (-\hat{\omega}_5 0' \ldots (-\hat{\omega}_5 0')
\]
represent the $(2S + (S + 2)K) \times 1$ jacobian vector for $T(\hat{\Theta})$ (where $0_i$ is a $K \times 1$ zero vector).

It is now possible to derive a chi-square test statistic:

Theorem 1. Under assumptions 1 and 3, if $E(\varepsilon_i|s_i) = 0$, then
\[
W_N = N \left[ \frac{(\beta_{2SLS}^\prime \hat{\omega} - \hat{\omega} \hat{B})^2}{GVG'} \right] \overset{d}{\sim} \chi^2(1).
\]

Proof. See online appendix A.

It is important to note that $\hat{T} \overset{p}{\to} 0$ need not imply that $\hat{B} \overset{p}{\to} B$ for two reasons. First, this test cannot tell us anything about whether $\hat{\beta}_j \overset{p}{\to} \beta_j$ for some grade transition $j$ if $\omega_j = 0$. The test provides information only about the effects of grade transitions that are affected by the instrument. Second, the $\hat{\beta}_j$ OLS estimates may be asymptotically biased upward for some and downward for others. When $E(\varepsilon_i|s_i) \neq 0$, $\hat{B} \overset{p}{\to} B^* = B + [E(D_iD_i') - E(x_ix_i')][E(x_i\varepsilon_i^{-1}) - E(x_iD_i)]^{-1}E(D_i\varepsilon_i)$. Thus, $\hat{T} \overset{p}{\to} 0$ for any $B^*$ satisfying $\omega'(B - B^*) = 0$, where $\omega \equiv (\omega_1, \ldots, \omega_5)'$. A test based on theorem 1 would have no power against these alternatives, although rejection of the null hypothesis would imply that $\hat{B}$ does not consistently estimate $B$.

Under reasonable conditions, $W_N$ can serve as a valid test statistic for the null hypothesis that $\hat{B} \overset{p}{\to} B$. If $\omega_j > 0$ for all $j$ (a testable assumption) and if $E(\varepsilon_i|D_{ij}) = E(\varepsilon_i|s_i \geq j) Pr(s_i \geq j)$ were either nonnegative for all $j$ or nonpositive for all $j$, then the $\hat{B}_j$ would be asymptotically biased in the same direction and $B^* \neq B \Leftrightarrow \omega'(B - B^*) \neq 0$. In this case, testing whether $\hat{T} \overset{p}{\to} 0$ would be equivalent to testing for consistency of $\hat{B}$.\(^{16}\)

To better understand these conditions, consider a standard latent index ordered-choice model for schooling of the form
\[
s_i^* = \mu(z_i, x_i) + v_i, \quad s_i = j \text{ if and only if } j \leq s_i^* < j + 1.
\]

Assume that all $x$ regressors and instruments $z$ are independent of both errors: $(\varepsilon_i, v_i) \perp \perp (z_i, x_i)$. It is straightforward to show that if $E(\varepsilon_i|v_i)$ is weakly monotonic in $v_i$, then $E(\varepsilon_i|s_i \geq j)$ will be either nonpositive or nonnegative for all $j$.\(^{17}\) Mono-

\(^{14}\)Formally, $\hat{B} = (D'M_D)^{-1}D'M_Y$, where $M_I$ and $y$ are defined earlier and $D$ reflects the stacked $N \times S$ matrix of $(D_1, \ldots, D_5)$ for all individuals.

\(^{15}\)See the proof of theorem 1 in online appendix A.

\(^{16}\)In the case where some $\omega_j = 0$, the test would be equivalent to testing for consistency of all $\beta_j$ with $\omega_j > 0$.

\(^{17}\)Strictly speaking, weak monotonicity is required only over the range of $v_i$ covered by $j - \mu(z_i, x_i)$ (i.e., for $v_i \in [1 - \mu(z_i, x_i), S - \mu(z_i, x_i)]$), so behavior in the tails of the distribution is irrelevant. See online appendix A for details.
tonicity of $E(\varepsilon_i | v_i)$ is trivially satisfied by all joint elliptical distributions (e.g., bivariate normal or $t$ distributions), which produce linear conditional expectation functions.

In practice, one is likely to fail to reject the null hypothesis of $\hat{T}_{iv} \not\rightarrow 0$ when $B^* \neq B$ only in cases where individuals with both high and low propensities for education (conditional on observable characteristics) have a higher (or lower) unobserved $\varepsilon_i$ than individuals with an average propensity for schooling. In the case of an ordered-choice model, this would imply a U-shaped (or inverted U-shaped) relationship for $E(\varepsilon_i | v_i)$. In many economic contexts, these perverse cases seem unlikely.

We also note that if more than one valid instrument is available, then those instruments can be used in different combinations to perform separate tests. Because each 2SLS estimator (distinguished by the set of instruments used) converges to a different weighted average of the true $B$ parameters (i.e., $\omega_i^* B$ where $\Omega$ denotes the set of instruments used), it is unlikely that one would reject the null of $\omega_i^* B = \omega_i^* B^*$ for all sets of instruments unless $B = B^*$.18

To demonstrate the extent to which varying per unit treatment effects can induce differences between OLS and IV estimates that our new exogeneity test can account for (while standard Hausman or Durbin-Wu-Hausman tests applied to equation (1) cannot), we perform a Monte Carlo simulation exercise based on Card’s (1995) log earnings–schooling model. In this framework, varying per unit treatment effects are equivalent to a nonlinear relationship between log earnings and schooling. These results are discussed in detail in online appendix B; however, we note here that our test (see theorem 1) performs well in two important respects. First, the test has nearly identical performance to the standard Hausman test, applied to equation (1), when all grade-specific effects are the same. Thus, there is no cost to using our test rather than the more traditional Hausman test that assumes a linear relationship between log earnings and schooling. Second, our test has very similar properties regardless of the extent of nonlinearity between log earnings and schooling, rejecting equality of the reweighted OLS and IV estimates at noticeably higher rates for even small deviations from endogeneity as long as the instruments are sufficiently strong.

Of course, when the instruments are relatively weak, our test (like the standard Hausman test) has little power to detect endogeneity since the IV estimates tend to have large standard errors. In these cases, negligible amounts of endogeneity may be difficult to detect with our test. This can lead to poor size properties when conducting inference using OLS estimates of the $\beta_j$ parameters as discussed by Wong (1997) and Guggenberger (2010), who study this issue in the context of linear models and use of the Hausman test to determine exogeneity. Monte Carlo results presented in online appendix B suggest caution when using OLS estimates for inference, even if our test fails to reject exogeneity, if the instruments are relatively weak. This is particularly true when the IV and reweighted OLS estimates are quite different but the IV estimates are very imprecise.

Another important limitation to keep in mind is that our test is valid only if equation (2) represents the true model. This model assumes that the regressors are additively separable and that the coefficients are the same for all individuals. In the case of nonseparability or individual heterogeneity in the model’s coefficients, our model would be misspecified and our test invalid.

### IV. Practical Use of Our Test and Three Empirical Examples

To demonstrate the practical value of our test, we reexamine three empirical papers on the effects of individual and maternal schooling that estimated 2SLS effects that differ nontrivially from their corresponding OLS estimates.19 In all cases, the econometric specification assumed a linear relationship between the outcome of interest and educational attainment as in equation (1).20 Of course, if the true relationship is nonlinear so grade-specific effects differ, then differences between OLS and 2SLS weights may explain at least some of the difference between the two estimates. For each of the three cases, we examine the extent to which reweighting the OLS estimates of the $\beta_j$s helps reconcile the difference between the potentially misspecified OLS and 2SLS estimates that assume uniform grade-specific effects. We then test whether schooling is exogenous using both the standard Hausman test and our proposed test.

Results are reported in table 1.21 Columns 1 and 2 reproduce OLS and 2SLS estimates using the same models and similar data used in the original papers. For example, the first row indicates that when the Lochner and Moretti (2004) data for white men are used, a regression of an indicator for incarceration on years of schooling and controls yields an OLS coefficient equal to $-.0010$, and a 2SLS coefficient equal to $-.0011$. The 2SLS estimates use as instrumental variables three indicators for different compulsory schooling ages. The difference between OLS and 2SLS is reported in column 3. The 2SLS estimate is about 10% larger than the

18 Because these test statistics are not generally independent, the critical values for this type of joint testing procedure are likely to be quite complicated. We do not address this issue here.

19 The instruments used in these examples have been employed in numerous studies examining a wide array of outcomes. See Lochner (2011).

20 In two of the applications we consider (Lochner & Moretti, 2004; Currie & Moretti, 2003), the outcome variables are binary, and a linear probability model is assumed by the authors. Heteroskedasticity of errors does not pose any problems for our test; however, our assumption of separability between all regressors and measures of schooling is questionable in more general binary choice models for well-known reasons. We simply follow the specifications employed in the earlier studies, assuming the data are consistent with a linear probability model. This may not be unreasonable in these applications given the limited range of predicted outcome probabilities across values of the regressors. Assuming an index model based on equation (2), the density for the error may be (approximately) linear over the range of estimated index values.

21 Details regarding samples and estimating specifications are reported in the bottom of table 1.
OLS estimate (in absolute value), even though most reasonable explanations for the endogeneity of schooling suggest that the OLS estimate should overstate the importance of schooling. The corresponding OLS and 2SLS estimates for blacks are \(-0.0037\) and \(-0.0048\), respectively.

There are several well-understood reasons that one might find a larger 2SLS estimate (relative to the OLS estimate), including the presence of measurement error and individual-level heterogeneity in the effects of schooling. It is also possible that nonlinearity in the incarceration-schooling relationship may play a role. This seems particularly relevant here given the pattern of OLS estimates for the grade-specific effects were correct and these estimates were consistent, all of the estimated \(\hat{\beta}_j\) should be the same. Instead, the estimated \(\hat{\beta}_j\) suggest that the marginal effects of different grade transitions vary considerably across years of schooling. Unless there are much stronger biases for some grades than others, the figures suggest strong nonlinearities in the relationship between imprisonment and schooling, with the strongest effect for high school graduation (moving from grade 11 to 12). Based on these findings, Lochner and Moretti (2004) suggest that high school graduation is an important margin for incarceration among men, but they are hesitant to draw strong conclusions from these OLS estimates due to concerns about endogeneity.

The lines in figures 1 and 2 report estimates of the OLS and 2SLS weights, as defined in section II. These weights are clearly very different for white men: the OLS weights are high between 12 and 16 years of schooling, while the 2SLS weights are highest at 12 years of schooling, implying that the effect of moving from 11 to 12 years of schooling figures prominently in the 2SLS estimates. This is not surprising since the instruments adopted (compulsory schooling laws) are most effective at shifting schooling levels just
before or at high school graduation. For black men, the effect of compulsory schooling is strong at earlier grades, so that the weights are more shifted to the left. In column 4 of table 1, we reweight the estimated grade-specific effects (β_j) using the 2SLS weights in figure 1. For whites, the reweighted OLS estimates are −0.0012, larger than the 2SLS estimates. The reweighted OLS estimates are larger, because 2SLS puts more weight on the large β_j associated with moving from 11 to 12 years of schooling. For blacks, the reweighted OLS estimate is smaller, because the 2SLS weights are more shifted to the left and therefore put less weight on larger β_j.

The last three columns of table 1 are the most important, since they report on different tests for the exogeneity of schooling. Column 5 presents test statistics and associated p-values for our proposed test of exogeneity (see theorem 1), which is valid even when the effects of schooling differ across grades. Columns 6 and 7 present results from the standard Hausman test and the Durbin-Wu-Hausman test (applied to the linear-in-schooling specification), respectively, which are both incorrect when the grade-specific effects differ. For white men, our test fails to reject, which is quite important in practice, since it suggests that our OLS estimates of the β_j in figure 1 are consistent. Given a high first-stage F-statistic of 1,000.3 and the fact that the reweighted OLS estimate is very close to the 2SLS estimate (a difference of less than 10 percent), it seems reasonable to conclude from our OLS estimates of β_j that high school completion has the strongest effect on incarceration rates, while college attendance has much weaker effects. This is extremely useful, since with our limited set of instruments, it is impossible to estimate all 20 β_j parameters using 2SLS. Indeed, 2SLS estimates from highly restricted two-parameter models that relax linearity in schooling are very imprecise. Fortunately, our test suggests that IV methods are not necessary in this case.

The case of incarceration for black men is different: our test strongly rejects the hypothesis that the reweighted OLS and 2SLS estimates are the same (p-value of .0005), while the standard Hausman test fails to reject. Reweighting the OLS estimates for the β_j parameters reveals that the OLS estimates are significantly biased toward 0, on average, since the reweighted OLS estimate is −.0007 compared to the 2SLS estimate of −.0048. In this case, we cannot draw any strong conclusions about the relative importance of different grades due to these biases. These findings empirically demonstrate that when grade-specific effects may differ, the standard Hausman test can fail to detect an endogeneity problem when one exists.

In the second panel, we turn to estimates of the effect of maternal schooling on infant health from Currie and Moretti (2003). The instrument in this case is an indicator for college proximity. (First-stage F-statistics for the instruments are 398.7.) In this case, the reweighted OLS estimates (column 4) are generally quite similar to the OLS estimates (column 1). Looking at figures 3 and 4, it is clear why: the OLS and 2SLS weights are nearly identical. Not surprisingly, our test and the standard Hausman test produce very similar test statistics and the same conclusions: exogeneity cannot be rejected for either child health outcome.

Finally, in the bottom panel, we turn to estimates of the private return to schooling using three dummies for compulsory schooling as instruments. While this analysis is based on that of Acemoglu and Angrist (2001), we consider the effects of schooling on log annual earnings rather than weekly wages for white men in their 40s. Figure 5 reports the OLS estimates of the β_j parameters as well as the OLS and 2SLS weights. OLS estimates indicate that an additional year of schooling translates into an 8.2 percent increase in annual earnings, while the 2SLS estimates suggest a much larger return. The reweighted OLS estimates fall in between the OLS and 2SLS estimates, although they are much closer to the OLS estimates. The effect of reweighting is minor despite substantially different OLS and 2SLS weights. Our test rejects the hypothesis that the reweighted OLS and 2SLS estimates are equal, even though the instruments are not particularly

23 The standard error for this reweighted effect is derived using the delta method and the estimated covariance matrix \( V \) defined in section III.

24 See online appendix table C1 for coefficient estimates and their standard errors. While it is possible that some \( \hat{\beta}_j \) are biased upward and others downward so as to perfectly offset when the 2SLS weights are applied, this seems highly unlikely given the economics of the problem (see, e.g., Lochner & Moretti, 2004).
strong in this application (the first-stage $F$-statistic for the instruments is only 29.5).

V. Conclusion

In applied work, OLS and IV estimates often differ. In many cases, the sign of the difference is surprising given economic theory and plausible assumptions about the direction of endogeneity bias. Influential work by Imbens & Angrist (1994), Angrist & Imbens (1995), and Heckman and Vytlacil (2005) has clarified the interpretation of IV estimates as a local average treatment effect when the regression parameter of interest varies across individuals. Our work complements the existing understanding of the differences between IV and OLS estimates when the model is misspecified.

We consider a specific class of models with a single finite-valued discrete endogenous regressor, exogenous regressors that are additively separable and enter linearly, and coefficients that do not vary across individuals. Models of this type are widely used in empirical research to study the effects of multivalued program treatments, drug dosage levels, and schooling attainment. We focus attention on the possibility that per unit treatment effects vary across levels of treatment.

The growing focus on identification of causal effects in economics has led many researchers to estimate models of this type using IV methods. Yet due to the limited availability of valid instruments, it is common to estimate models that assume uniform per unit treatment effects even when those effects are likely to vary across treatment levels, as frequently suggested by more general specifications estimated using OLS. We show that in this case, OLS and IV/2SLS estimators identify different weighted averages of all per unit effects, which can lead to incorrect conclusions about endogeneity when using a standard Hausman test.25

The main contribution of this paper is to develop a simple generalization of the Hausman test to assess whether differential weighting and variable per unit treatment effects can explain the difference between OLS and IV/2SLS estimators. Within the class of models under consideration, this serves as a specification test for exogeneity under reasonable conditions. Conveniently, this test requires only a single instrument, making it useful in many applications.
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