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CHAPTER 6

The Private and Social Returns to
Research and Development

Bronwyn H. Hall

THE PRINCIPAL argumeng for government intervention in industrial
innovation has always been the potential gap between the private and
social returns to innovative activity.! During the more than rwenty years
since the National Science Foundation Collogquium on R&D and Eco-
nomic Growth/Productivity in 1971, a large amount of research effort
has been expended both on measuring the extent of the gap and on
evaluating efforts to close it via government policy. | will survey what
has been learned from this research, focusing on the microeconomic
evidence, and leave to others the task of integrating the evidence into
a macroecconomic perspective. Even restricting my effort to firm or
industry-level research, it remains a formidable task, and 1 will rely in
some cases on research that went into some detail on particular topics.?
In addition, } will confine my review to empirical evidence; theory is
included only to the extent that it helps to frame the questions to be
asked or to interpret the evidence.

The channels by which the benefits from innovative activity may spill
over to agents other than those undertaking it are several. Although they
have often been enumerated by other authors, repeating them is worth-
while." First, firms in the same or related industries as an innovating firm
may benefit through reverse engineering of products, the hiring away of
scientists and engineers involved in innovation, or simply increased gen-

1. Nelson {1959); Arrow (1962).

1. See, for example, Mairesse and Sassenou (1991) and Mairesse and Mohnen (1995)
on the contribution of R&D to productivity growth; Griliches {1992} and Mohnen (1994}
on the measurement of spillovers and externalities; Terleckyj {1985) on the economic effects
of federal R&D; and Cohen and Levin {1989) on market structure and innovation.

Y. See, for example, Manshicld and others {1977, pp. 144—66) and Griliches (1992).
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eral knowledge of the technology in question. The strength of these
spillovers is likely to be a function of proximity, either in technology or
geographic space. Second, to the extent that innovative firms are com-
petitive (unable to behave as discriminating monopolists), firms and con-
sumers that buy new products from an innovating industry may benefit
by acquiring goods at prices lower than their willingness to pay for such
goods. Third, research undertaken in the public or nonprofit sector that
is freely disseminated will benefit innovating firms in that the cost of any
particular innovation is reduced.

The role of these spillovers at the level of the individual firm has been
studied to a greater or lesser extent during the past twenty years. This
paper surveys the evidence on the flows from government and university-
based research to individual firms, and from the firms to overall produc-
tivity growth. The focus is on the impacts of government spending in this
area.*

Measurement Problems

Several important factors confound attempts to make precise measure-
ments of the private and social returns to research and development
{R&D) at the firm and industry level. None is a precisely new concern,
but being teminded of them is useful. These factors are (1) the effect of
price index (price deflator) measurement on the measurement of produc-
tivity growth, (2) the low variability of R&D spending in individual firms
and the difficulties that creates for identifying the intertemporal aspects
of knowledge production, and (3) the importance of R&D depreciation
estimates for measuring rates of return.

In his article “Issues in Assessing the Contribution of R&D to Pro-
ductivity Growth,” written in 1979, Zvi Griliches outlined the difficulties
of interpreting firm-level returns to R&D when price indices are poorly
measured. The problems he describes are particularly severe with respect
to new product innovation. If anything, these problems have worsened,
as new and improved products have become an increasingly important
part of the output of R&D.* Two implications can be drawn about the

4. For spillovers between and among firms, see the sucvey by Griliches (1992),

5. [ have not been able to find seatistical evidence on the trends in the relative propor-
tions of industrial R&D devoted to new and improved products as opposed to new and
improved processes, but casual observation and a glance at the major R&D-performing
industries suggests that this proportion has risen over time. Mansfield (1988) presents
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measurement of the contribution of R&D to productivity growth at the
fiem level. Firse, if the price indices do not adjust adequately for quality
improvement in the output of the firm, measured output will grow too
slowly and the contribution of R&D to its growth will be underestimated.
Second, if the input price indices do not adjust adequately for quality
improvement in the inputs to production, the measured input will grow
too slowly and the contribution of R&D to productivity will be over-
estimated.

To quote Griliches, “*Conventional productivity measures reflect,
therefore, the cost-reducing inventions made in the industry itself, the
privately appropriated part of product innovations within the industry,
and the social product of inventions in the input-producing industries
which have not already been reflected in the price of purchased inputs.”
The extent to which this statement is true depends on the kind of price
deflation carried out before estimation is performed.

A second measurement difficulty that has confounded researcher after
researcher as they explore lag structures in the impacts of research on
output is that R&D spending is a smooth series at the firm level. That is,
measuring and describing the lags between spending and productivity
growth using econometric methods has proved almost impossible.” A
related implication is that distinguishing between statements such as
“R&D intensive firms tend to have higher productivity on average” and
“Raising R&D investment increases the productivity of a firm” has
proved extremely difficult.

Provided one is careful about the interpretation of results with differ-
ent deflators, estimating the marginal revenue elasticity of R&D at the
firm level with some precision is possible; except for its potential heter-
ogeneity across firms, this measure is probably the easiest to obrain.® The
reason is that this measure is a function of (relatively) well-measured
quantities: real sales and R&D spending.® The difficulties arise when
turning this measure into a measure of the returns to R&D.

evidence that this proportion is much higher in the United States than in Japan (two-thirds
as opposed to one-third}, which makes the issue particularly important in the U.S. context.

6. Griliches {p. 99, 1979},

7. Sce Hall, Griliches, and Hausman {1984) and Lach and Schankerman (1988) for
evidence on the low within-firm variance of R&D.

8. The marginal revenue elasticity is the percentage increase in the sales of 2 firm in a
particular year that can be attributed to a percentage increase in R&D spending. In prin-
ciple, this should be the percentage increase in the present discounted value of sales over
all Future years that arise from the increase in R&D in one year.

9. In this case, failing to use a firm- or industry-specific deflaror for output is the right
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Consider a simple stylized model of the intertemporal effects of R&D
on firm revenue:

6-1) V) = 2 P [StR_1RRuREX) — R, — X1,

=0

where R is R&D spending, X is spending on other (variable) inputs, p is
a discount rate, and V{0) denotes the present discounted value of this
program of R&D spending. Note that the revenue function 5(-) is written
as a function of all past R&D inputs; no particular pattern has been
imposed on their productivity. In this framework, the returns to R&D
spending in any year are the partial derivative of firm value with respect
to that year’s R&D spending:

v _ 5 30

(6-2) aR, ="' aR,

1.

The marginal cost of a dollar of R&D spending is one dollar in the
current year, and the marginal benefit is the present discounted value of
the marginal contribution of that dollar to sales in all subsequent years.
If the world were stationary (if the returns structure were stable over
time) and R&D stopped contributing to revenue after several years, this
form of the returns function could be estimated from a simple regression
of sales on the past history of R&D.™ Note that depreciation of R&D
is implicit in specifying this relationship, but that it is estimated, not
assumed.

However, most researchers go further than the equation above, partly
because of the difficulties arising from the high correlation across years
of R&D spending at the firm level. Two approaches are possible; both
involve assuming the existence of some sort of R&D capital within the

thing to do. If one is interested in measuring the marginal revenue product to the firm {and
ultimately, private returns), adjusting the output for the effects of lower prices would be a
mistake, because the firm is not receiving those benehies. Alternatively, if the R&D is
producing improved goods, enabling the firm to charge higher prices {that is, increasing
product differentiation and, hence, the firm’s market power), deflating by an increasing
price index will remove some of the revenue gains that accrue to the firm from its R&D.
Either way, if the concept to be measured is revenue elasticity {or the profit elasticiry), it is
incotrect to deflave output by anything more than a gross domestic product (GDP) or
consumer price index (CP1) deflator.

10. This is because the coefficients of current sales on lags of R&D would be the same
as the partial cocfficients of sales in subsequent years on this year's R&D if the relationship
were stationary.
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firm, assuming a depreciation rate for this capital, and constructing a
measure of the capital from a declining balance formula:

(6"3) K, = (1 - 8) Kr-l + Rn

where K is the R&D capital and 3 is its depreciation rate. Given such a
capital measure, the revenue function ${-} is now rewritten as a function
of R&D capital instead of the infinite stream of past R&D expenditures.
The marginal revenue product of R&D in a given year becomes

(6-4) R RR SV

where v is the elasticity of sales with respect to R&D capital. Substituting
equation 6-4 into equation 6-2 results in

av

S o S 9K, N, LS,
(6-5) a‘n‘.,‘,_zo“'kjax., 1=2p v — 1.

=0 t
To go any further, depreciation rates, discount rates, and the sales-to-
R&D capital ratio must be assumed to be roughly constant over time.
Under these assumptions the net excess return to R&D spending is the
following:

(6-6) LAV B P

R, r+POK ! rips

1,

where r is the discount rate (1) and p is simply dS/dK, the marginal
revenue product of R&D capital. When p is equal to the discount rate
plus the discounted depreciation rate, the net excess returns are zero, as
expected.!!

Equation 6-6 is used to obtain rates of return to R&D in two distinct
ways in the literature: the first estimates the marginal revenue product r
directly as dS/dK, and the second estimates the elasticity v and multiplies
it by the sales-to-capital ratio §/K to obtain an estimate of r. The first
method has the advantage that it assumes equalization of gross rates of
return (the increase in sales from increases in knowledge capital) across
firms, which may be a more plausible assumption than the equalization of

11. The treatment abstracts from the effects of corporate tax system; taking account
of the special tax treaement of R&D will change the cost of R&D capital but will not affect
the basic point.
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sales or output elasticities. However, more plausible might be to assume
that the net returns are equalized. This is not the same thing unless the
rental price of R&D capital faced by all firms is the same. Note the role of
the depreciation rate & in the denominator of eguation 6-6.

The second method has the advantage of not being sensitive to the
choice of depreciation rate until the final step, when v is multiplied by
S/K." In the absence of separatcly measured depreciation rates for the
output of R&D spending, making definitive statements about net rates
of return to R&D spending is difficult, aithough measuring revenue clas-
ticities fairly well is possible.

The three issues discussed here by no means exhaust the list of diffi-
culties with the production or cost function approach to measuring the
returns to R&D, but they are the most important that arise within that
framework. Difficulties with the measurement of other inputs or worries
about returns to scale and imperfect competition are secondary, at least
for this purpose; the former because it has not had a major impact on
the estimates (except via the previously mentioned deflation route), and
the latter because they are easily accommodated within the framework.

Private Returns to R&D

Private returns to R&D at the fitm level provide a good illustration of
the effects of the measurement problems on conclusions reached about
the contribution of R&D to economic growth. The productivity growth
slowdown of the 1970s produced a wave of research exploring the con-
tribution of R&D to productivity growth. Much of that research has
been summarized in a series of survey papers.'* Using data through the
end of 1977, the consensus estimate of the R&D elasticity in these studies
was about .10 to .15 in the cross-section, and somewhat less than that
over time within a firm {equal to zero using one-year growth rates and

12. To the carcful reader, this statement should not be abvious. v has been defined as
the elasticity of sales to R&D capital K, and in principle, the choice of depreciation rate in
computing K should affect its estimate. However, numerous researchers have demonstrated
that the logarithmic form of the production function is not sensitive to the choice of
depreciation rate and that estimates of ~ hardly change as & is varied. (For example, sce
Griliches and Mairesse (1984) and Hall and Mairesse {1995}.)

13. Mairesse and Sassenou (1991); Lichtenberg and Siegel (1991); Mohnen (1992).
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as high as .09 using average growth rates). Results on the private rate of
return to R&D were extremely variable.

Unfortunately, the surveys are often not explicit about the type of
output deflation that was used; in principle, whether the results are in-
terpreted as measurements of private returns depends crucially on defla-
tion. In many cases, these studies were conducted using a single manu-
facturing sector deflator, so that the elasticity computed is a real sales
elasticity and not an output elasticity. The implication thus is that sub-
stantial private returns accrued to being an R&D—intensive firm during
the 1960s and 1970s.

Three studies of the contribution of R&D to productivity growth take
the data through the end of the 1980s: Griliches in 1993 and Eric J.
Bartelsman in 1990 using industry data and Bronwyn H, Hall and
Jacques Mairesse in 1995 (building on work in Hall’s 1993 paper) using
firm data. Griliches as well as Hall and Mairesse demonstrate that con-
clusions about the magnitude of the R&D output elasticity rest on
whether or not the output of the computing industry is deflated by the
Commerce Department’s new hedonic price deflator for computers.'
Table 6-1 displays the results of firm-level and industry-level total fac-
tor productivity growth regressions, with and without Standard Indus-
try Classification (SIC) 357 (office and computing equipment). In the
industry-level regressions, the deletion of a single three-digit industry
lowers the gross rate of return to R&D from 33 percent to 12 percent.'
In the firm-level regression, the output elasticity falls by a factor of ten.
The reason is that the price deflator for SIC 357 falls by 80 percent
between 1981 and 1989, inducing a substantial measured increase in the
output of this industry. Because the industry also has high R&D intensity
and increasing R8:D budgets, the output increase is explained by R&D.

Two conclusions can be drawn from the data in table 6-1 and the
papers from which they are derived. First, the excess revenue elasticity

14. Griliches (1993); Bartelsman (1990b); Hall and Mairesse (1995); Hall (1993b).
Bartelsman does not explicitly investigate this question, but his estimate of the R&D output
elasticity is based on data that have been deflared by the new hedonic deflator, and the
estimatc is consistent both with Griliches (1993) and Hall and Mairesse (1995). (The
within-firm estimate for company-funded R&D is .180 (.012) in cable § of Bartelsman
{1950by).

15. Griliches (1993) also made an attempt to correct the inpurs (semiconductors and
components) to this industry for incorrect deflation and also to deflate pharmaceuticals by
a properly constructed hedonic index. These corrections raise the R&D intensity coefficients
in table 6-1 to .461 {.070) and .348 {.070), respectively, but they leave the gap resulting
from deleting the computer industry essentially unchanged.
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for R&D spending at the firm level appears to have declined toward zero
during the 1980s. This by itself is not surprising; R&D is no longer a
major source of sustainable rents. In his 1986 article reporting the results
of an investigation into the private returns to R&D in the 1970s, Gril-
iches said, “R&D as a major component of firm activity was undergoing
a diffusion process in the 1950s and 1960s and may not have reached
full equilibrium by the end of our period.” By the end of the 1980s, at
least a temporary equilibrium in the market value of this R&D had been
reached. '

Second, the computer industry is an anomaly only in that it is one of
the few industries for which a serious attempt has been made to adjust
for quality change in the official price indices. To measure the output
effects of R&D spending at the firm or industry level, the impact of new
and improved products on prices in all industries, not just computing
equipment, must be taken seriously. This is not a new point, but its
importance has grown over the last ten to fifteen years.

Private Returns to Public R&D

Research and development spending covers a wide range of activities:
basic laboratory research, or research aimed at the advancement of sci-
entific knowledge, with or without commercial objectives; applied re-
search directed toward practical applications; and research directed to-
ward the development and production of specific new products and
processes. The innovative activity itself encompasses even more activities,
such as the identification of potential commercial opportunities, assess-
ment of technical feasibility, marketing studies and research, the con-
struction of new manufacturing facilities, and so forth. Nowhere is this
more apparent than when considering the impact of federal R&D spend-
ing on private industry. More than haif of the federal R&D budget goes
to the Defense Department; of that 90 percent is spent on development,
most of it in private industry (see table 6-2). The rest of the federal R&D
budget is split roughly equally among health research, the National Aer-
onautics and Space Administration (NASA), energy research (including
“big” science), and miscellaneous categories (in order of importance, the
National Science Foundation (NSF), Departments of Agriculture, Inte-
rior, Commerce, and Transportation, the Environmental Protection

16. Sce Hall (1993a, 1993b) for evidence on this poinr.
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Table 6-2. Federal Funds for R¢rD, 1991

Estimated, in millions of current dollars

industry
{inchd- Universities Nonprofits,
Federal ing (including other
Apency intramural FFDRCs) FFDRCs) government Total
Defense 8,988 25,640 1,693 596 36,917
Health 1,879 417 4,979 1,613 §.888
NASA 1,573 4,263 1,234 250 8,320
Encrgy 428 2,674 2,593 312 6,007
Other 2,528 $80 2,346 522 5,976
Total 16,396 33574 12,845 3,293 66,107
Source: Mational Science Foundation {1991, table 4-10).
FFDRC = Federally Funded R h and Develop Centere.

NASA = National Aeronautics and Space Administration.

Agency, and so forth).'” Thus looking for the impact of federal R&D is
not likely to be a productive activity if only a single metric is used.
Consider the contrast between two examples of federally funded re-
search projects: a Defense Department project to improve the technology
of flat computer screens, mostly via grants to private industry, and De-
partment of Energy funding for the construction of a new supercolliding
accelerator (now canceled). In principle, the benefits from the first project
are likely to flow primarily to firms in the industry (in addition to bene-
fiting national defense) and possibly to consumers if there is price com-
petition.'* The benefits for saciety from the second project would be far
more diffuse. Direct benefits arising from an increase in knowledge of
the structure of matter are likely to take extremely long (decades or
longer) to appear and to be exceedingly difficult to trace back to their
source.'® The more immediate impact comes as a by-product of the basic
research activity. In their discussion of the supercollider project and its
possible benefits, Paul A. David, David Mowery, and W. Edward Stein-
muelfer identified three important by-products of basic research: (1) the
education of scientists; (2) the creation of social networks through which

17. Sec National Science Board (1991, table 4-8).

18. Although contracts may be let to ensure market power for the firm(s) undercaking
rescarch (for example, allowing patent waivers so that the firms benefit from the patents
they take out), this market power is likely to be greatly weakened, both by the face thar
strong foreign competition exists already in this technology and by the rapid evolution that
has been characteristic of technologies in this area.

19. Sec Rosenberg (1994) for some examples of the siow diffusion between fundamen-
tal scientific knowledge and important innovations that use that knowledge {for example,
taser technology).
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information diffuses rapidly before publication; and (3) the stimulus to
technology and advances in instrumentation and techniques.?® Although
these effects may not have as long and variable a lag in their impact on
growth, they, too, will be hard to measure except at fairly aggregate
levels.

Thus two major research questions arise: The first asks specifically
about the private returns to federal R&D performed within the firm
(about half of all federal R&D is performed within industry; see table
6-1 for a breakdown). That is, does the R&D funded by the federal
government act as a subsidy to the firm, or does it simply generate
products that are demanded by the government without enhancing the
firm’s performance in other markets? The second and more difficult ques-
tion concerns the spillovers to private firms from the part of federal R&D
that is performed by governments, universities, and nonprofit research
institutions (including FFRDCs, or Federally Funded Research and De-
velopment Centers). How large are these spillovers, and does their exis-
tence reduce the amount of R&D that the firms would otherwise under-
take?

As part of the data collection effort that generates the aggrégate sta-
tistics reported in the Science and Engineering Indicators, issued bienni-
ally, the National Science Foundation collects data on the R&D spending
of a comprehensive sample of U.S. corporations and on the share of that
spending that is funded by the federal government. Since 1972 microeco-
nomic studies have repeatedly demonstrated that federally funded R&D
generates a direct return of zero for the firms that do it, cither at the firm
or the industry level. Using data from U.S. firms, studies have been con-
ducted by Griliches (firm-level data from 1957 to 1965), Griliches and
Frank Lichtenberg (industry-level data from 1959 to 1976), Bartelsman
(industry-level data from 1958 to 1986), and Lichtenberg and Donald

20, David, Mowery, and Sreinmucller (1988, 1992), Sec also Rosenberg (1982) for a
discussion of the role of basic research in developing and improving scientific instruments.
In the specific case of elementary particle physics, Brooks (1985) identifies the technologies
of massive data processing and analysis, high-precision surveying, mechanical design, cry-
ogenics, high-power electric transmission, radio-frequency engineering, clectronic engi-
neering, control systems engineering, and large volume ultra-high vacuum design as those
in which particle physics research has produced the impetus thart led to advances. {On a
personal note, | spent five years as a computer programmer in this ficld and can be consid-
ered an example of a spillover. At the time of my shift into econometrics programming in
1970, economists had just begun to use the large-scale datasers whose analysis had been
familiar 1o elementary particle physicists for at least ten years and had not yet begun serious
use of the nonlincar estimation methods that were routine in particle physics.)
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Siegel (firm- and establishment-level data from 1972 o 1985).2* Al-
though superficially simitar, the firm and industry studies sometimes dif-
fer significantly in the way in which federally funded R&D enters. In
most of the firm-level studies and in the indvstry-leve} study of Bartels-
man, the R&D in question is the R&D conducted by the firm but funded
by the government.?? Griliches, Lichtenberg and Siegel, and Bartelsman
found zero or negative excess returns from this R&D.2? Other researchers
have found that the major impact of federat R&D spending at the firm
level may be to increase the firm’s own R&D spending.*

Griliches and Lichtenberg used the figures for R&D applied to partic-
ular product classes (27) that are collected by NSF; these product classes
correspond approximately to an “industry of use” rather than “industry
of origin™ definition, so the experiment is fundamentally different from
that being conducted at the firm level, where “industry of origin” num-
bers are being used.?* Even so, they were able to find much evidence of
a positive impact of federal R&D in an applied product field on the total
factor productivity growth in the corresponding 2 + —digir industry. If
anything, the contribution appeared to be negative in the more R&D-
intensive sectors, and zero in others.?® Taken at face value, these results
suggest that the impact of federal R&D on cost reduction or productivity
growth may be too diffuse to be captured even at the two-digit level.

The same result has been found using firm-level data in several other
countries.?” In addition, in a cross-country study of fifty-three countries,
Lichtenberg found the contribution of government-funded R&D to be
zero in a TFP regression that also contained privately funded R&D. The
result is somewhat stronger in that it includes potential spillovers across

21, Griliches (1980); Griliches and Lichterberg {1984); Bartelsman {1990a}; Lichten-
berg and Siegel (1991).

22, Although the discussion in Bartelsman suggests thar the federal R&D data he uses
in assigned 1o product fields (industry of use}, the data available to him are only broken
down into industries in which the R&D is performed. Zvi Griliches, private communica-
tion, 1995.

23, Griliches {1980); Lichtenberg and Siegel {1991); Bartelsman (1990a).

24. Mansficld (1984); Scott (1984); Terleckyj {1985); Lichtenberg (1985).

25. Griliches and Lichtenberg (1984},

26, Using a cost function approach, Mamuneas and Nadiri (1993) have conducted a
similar exercise with data on twelve manufacturing industries between 1957 and 1988.
They used a single aggregate federal R&D figure to construct public R&D capital as an
infrastructure variable and included this variable in a set of conventional cost function
estimations. This aggregate R&D measure appeared to reduce costs. The impact was highest
in the food, chemicals, machinery, and electrical equipment industries.

27. Sec Harhoff (1993) for Germany; Klette (1991) for Norway.
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industries and fiems performing the R&D.* The sole exception is Hall
and Mairesse, which concluded that in France the returns to R&D were
50 percent higher for those firms for which the government funded mare
than 20 percent of their R&D.** The result may reflect a combination of
the relatively high prices at which the output of these industries is sold
(at least to some of their customers) and the lack of good price deflators
that would correct for the first problem.

How should the finding of zero returns to federal R8&D at the firm or
industry level be interpreted? Industries in which federal R&D is a major
share of R&D spending are the following, in order of importance: guided
missiles and spacecraft (376), ordnance and accessories (348), aircraft
and parts (372), fabricated metal (34), transportation equipment exclud-
ing motor vehicles and aircrafe (373-75, 379), communication equip-
ment and electronic components (365-67), and electric transmission and
distribution equipment (361). In some of these industries, such as ord-
nance and guided missiles, the government is the major purchaser, and
both prices and output deflators for these industries can be expected to
convey little information about true productivity. But in some of the
other industries, customers for the products embodying the R8D should
include other firms, and this would tend to move measured prices closer
to true quality-adjusted prices.>® A more likely explanation is simply that
the R&D is not subject to a market test, and so it should not be expected
to yield returns that are localized to the firms and industries that perform
it or use its output.

Another channel exists through which the government funding of
R&D in private firms may act as a subsidy to innovative activity: It may
raise the productivity of privately funded R&D and thus cause the firms
to increase their own spending. From the perspective of private or social
returns to R&D, this complementarity effect ought to be included. it
implies that government-funded R8&D raises the returns to private R&D,
which in effect lowers the cost of R&D to the firm. Several studies have
tried to measure the response of private R&D to government-funded

28. Lichtenberg (1992).

29. Hall and Mairesse (1995). Approximately forty or fifty such firms are in the sample,
and they arc primarily in the machinery, clecrical machinery, electronics, and aircraft
industries.

30. But see the discussion in the previous section. 1€ the price deflators make no attempts
at quality adjustment, the revenue elasticity, and not the ontput elasticity, is being measured,
Thus zero private returns to federal R&D may be found, but this may have no implication
for productivity effects.
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Table 6-3. Federally Funded R&'D in Industry
Millions of 1982 dollars

Industry (2-digit SIC} 1980 1959
Chemicais (28, extracting 283) 401 67
Drugs and medicines (283) i 3
Petroleum refining and extracting (29} 177 D
Stone, clay, and glass {(32) 5 pe
Primary metals (33) 156 27
Fabricated metals (34) 58 107
Machinery (35, extracting 357) 429
Computing equipment (357) 326 D
Communications equipment and electronics (366, 367) 4,167 4,107
Other electronics equipment {36 ex 366, 367) D~ 27
Motor vehicles and other (37 ex 372, 376) 661 1,694
Aircraft (372, 376) 7,732 15,544
Professional and scientific instruments (38) 669 99
Other manufacturing (20--27, 30, 31, 39) 401 924
Nonmanufacturing 9207 2,150
Total 16,366 24,833
Saurce: National Science Foundation {1987, tables 6-5, 6-8, and 5-7); and Mational Science Foundation (1991,
bie 4-B).
“ ‘a. D means the National Science Foundari irted the ber o avoid disclosing the operations of individual
comtpanics,

R&cD within the firm, and all have concluded that chere is a small com-
plementarity effect, on the order of 7 percent {every dollar of federally
funded R&D raises the firm’s private R&D spending by seven cents).*
Using survey data and focusing only on energy R8D, Edwin Mansfield
and his colleagues found essentially the same number for a sample of
forty large eastern U.S. manufacturing firms.*? A number of this magni-
tude, although interesting because it is not negative, will have a relatively
small effect on the measured private or social returns to this government
R&D.

Table 6-3 provides a breakdown of the industries that receive federal
R&D funds, drawn from the publications of the National Science Foun-
dation. The table is incomplete owing to the spottiness with which the
data have been reported in recent years, but it indicates that only two
industries receive more than 75 percent of this funding: aircraft and parts,
and communication equipment and electronic components. This rein-
forces the view that cross-industry regressions may not be the way to

31. Link (1981); Levy and Terleckyj (1982); Levin and Reiss (1984); Scort {1984).
32. Mansfield and Switzer (1984).
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look for returns to this kind of R&D. Fortunately, in the case of aircraft
and civilian space technology, two excellent case studies are available:
Mowery on aircrafc and Henry R. Hertzfeld on civilian space technol-
ogy.” The technologies examined by these two studies are different—the
first is close to commercial application in general, and the second is more
like the supercollider.

Mowery’s paper presents several estimates of the rates of return to the
government’s investment in technology applicable to commercial aircraft.
{t concludes that these returns depend heavily on how much of the mili-
tary portion of the aircraft research budget is allocated to civilian aircraft
and on whether the budget of the Civil Aeronautics Board (CAB), which
had an impact on the diffusion of the technology through its regulatory
role, is included. The paper’s important finding is that for this technology,
the successful outcome of federal R8D efforts depended on the fact that
the funding extended far beyond simple basic research into diffusion and
utilization. Mowery emphasizes the role of backward linkages in the
technological change process in this industry.

The rate of return estimates for civilian R&D investment computed
by Mowery illustrate the problems of computing returns to specific R&D
investments by the government in environments where there are multiple
spillovers, possibly long lags before the embodiment of the output of the
investment into products, and institutional structures that impose costs
on the economy. He obtains a range of estimates of the internal rate of
recurn to investment in civilian aircraft cechnology all the way from ~4.3
perceat to 60 percent. This range does not reflect the true range possible,
because he did not compute the return under the most extreme combi-
nation of assumptions.** The size of the returns hinges on what one
includes as the R&D cost in this industry: industry-financed R&D (al-
ways), government-financed R8¢D on civilian aircraft (most of the time),
government-financed R&D on military aircraft (up to 25 percent), and
the welfare costs of CAB regulation (from zero to 100 percent). The
estimates are also affected by the choice of the lag between R&D spend-
ing and its embodiment in aircraft; a range of zero to seven years is used.
Were one forced to choose a number from this menu, an estimate with a
seven-year lag that accounted for the returns to all research on civilian
aircraft would scem the most appropriate; this estimate was 24 percent.
However, the important message in the paper is that this estimate should

33. Mowery (1985); Hertzfeld (1985).
34, These estimates are reported in table 5§ of Mowery (1985).
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be qualified by the regulatory environment in which the industry was
operating and that potential spillovers from R&D on military aircraft
have been neither measured nor accounted for.

In his review of the measurement of the economic impact of federal
R&D in civilian space technologies, Hertzfeld is more cautious than
Mowery, refusing even to report measures of the rate of return to such
activities, This is probably appropriate when dealing with technologies
with such a long and uncertain payoff, and whose goal may not be the
achievement of a particular target social rate of return, Hertzfeld surveys
the range of evaluation types, from large macroeconomic studies to the
computation of patent statistics. The macroeconomic studies seem prob-
lematical for the obvious reason: Sorting out the benefits from a single
federal R&D program from those of a hundred other programs is next
to impossible using aggregate economy time-series data. The other studies
fall into two basic categories: The first traces the commercial application
of particular technologies and attempts to construct cost-benefit ratios.
The second relies on patent statistics and measures of the licensing success
of NASA. Although the second type clearly indicates a certain amount
of commercial activity resulting from research done for NASA, the stud-
ies are essentially uninformative as the actual economic contribution of
the patented innovations, As Hertzfeld indicates, none of these measures
captures the importance of the technological advances arising from the
space endeavor—satellite communications, weather and remote sensing
satellites, private space launch vehicles, and new materials such as carbon
and graphite composites.

Science and Industrial Innovation

Large chunks of nondefense federal R&D spending goes to health and
the space program, the rest to energy (including large-scale basic physics
research} and other areas, mostly basic scientific research (see table 6-2).
Tracing the downstream effects of spending on basic scientific research
in any area is a daunting task, and few researchers have attempted to
quantify the returns to this activity. As Nathan Rosenberg has pointed
out, often technological innovations are based not on new scientific dis-
coveries, but on old science, that is, on scientific principles that have been
known for decades or more.** Only one serious attempt has been made

35. Rosenberg (1994, pp. 142-43).
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at quantifying the contribution of basic science research to productivity
growth at a fairly aggregate level, that by James D. Adams and by Adams
and Leo Sveikauskas.?¢

Adams describes the construction of a series of industry- and field-
specific stocks of scientific knowledge based on the counts of articles
published in a large number of scientific journals, weighted by the number
of scientists in that field employed in the industry, either currently or
with a lag of less than ten years.”” While such stocks do not summarize
investment in basic science in any dollar-financial sense, they allow cer-
tain hypotheses to be tested about the contribution of science to industry
and possibly reflect on the aggregate effects of science on productivity
growth in ways that are not available using the much more refined and
targeted, but potentially biased, case study approach. In use, these pub-
lication counts are both field-specific and can be weighted by the number
of scientists within a particular field working within an industry, so that
one can characterize not only the stock of knowledge availabie, but also
the potential to make use of it.

The drawbacks of Adams’s approach were the variation in the relative
importance of a scientific paper across disciplines, the imprecision with
which lags are measured (citation data might help here), the arbitrariness
of the obsolescence assumption used (about thirteen years), the unidi-
mensional direction of information flow, and so forth.*® Nevertheless it
is a worthwhile addition to the arsenal for the measurement of the sources
of technical change. Adams uses these stocks to help explain total factor
productivity growth in a set of nineteen manufacturing industries from

36. Adams (1990, 1993); Adams and Sveikauskas (1993).

37. Adams (1990). The scientific fields considered are agriculture, biology, chemistry,
computer science, engineering {combined), geology, mathematics and statistics, medicine,
and physics. Typically, these articles are counted with a lag in constructing the stock of
knowledge—about twenty to thirty years for most ficlds and ten years for enginecring and
computer science, The length of the lag is chosen by some preliminary data exploration for
the bese predictors of productivity growth. As in the case of R8cD spending, estimating the
lag length precisely is difficulr.

38. Adams and Sveikauskas (1993) present some evidence that science precedes indus-
trial R&D, which then leads to effects on output. But the evidence is not completely
compeliing, as this fact seems to have been buils into theic model. Although the nature of
technological change may have evolved over the past cenrury toward change that is more
purposefully knowledge-based, Rosenberg's {1982) critique of the linear model for scientific
rescarch and innovation presumably seill has some validity. It would be interesting in this
connection to conduct model-free causality tests on the processes of scientific output,
patenting, R&D investment, and the numbers of scientists and engincers in a field, in the
spirit of Pakes {1985).
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1953 to 1980 and finds that they enter significantly, with a longer lag of
twenty years preferred for their own industry stock of knowledge and
thirty years for the knowledge that spills over from other industries.*?
This work is suggestive, although fraught with interpretive difficulties
because of its time-series nature. The topic could be pursued further with
more detailed data in the future.

Wesley Cohen, Richard Florida, and W. Richard Goe; Adam B. Jaffe;
and Edwin Mansfield all document the flow of university-based scientific
research roward industry.*® Cohen, Florida, and Goe repart on the results
of a major survey of the activities of University-Industry Research Centers
(UIRCs) in the United States. Among other findings, they report that
UIRCs have become the principal vehicle for direct industry support of
academic science and engineering R&D, although government provides
half of their total funding. Patent production was comparable to univer-
sity patent production as a whole, indicating that, in many ways, these
centers are simply an extension of the normal university-based research
system. The most interesting finding was that the closer integration of
industry and university research reflected in UIRC formation “appears
to pose a trade-off for society” in that industrial participation promotes
technical advance while it restricts communication flow and information
sharing and causes publication delays.*’ The centers were successful in
achieving the goal of bringing technical advances in the university 1ab to
industry and the commercialization stage sooner.

Jaffe is closest in spirit to Adams, although he goes only as far as the
technalogical output of university-based R&D and does not continue all
the way to economic outcomes.*? He uses variation across states in cor-
porate and university-based R&D to tease out the contribution of uni-
versity R&D to corporate patenting activity at the state level in five broad
technological areas (drugs and medicine, chemicals, electronics and elec-
tricai, mechanical arts, and other). With various corrections for the si-
multaneity between corporate R&D and university R&D at the state
level, he finds that the overall elasticity of patenting with respect to
university R&D is about 0.1 and that for corporate R&D is 0.9. Because
corporate R&D is six times the level of university R&D, this result
implies that the marginal product in terms of patents is nearly equal. He

39, Adams {1990).

40). Cohen, Florida, and Goe (1994); Jaffe (1989); Mansficld (1991).
41, Cohen, Florida, and Goe (1994).

42, Jaffc {1989).
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also finds that the effects are even bigger in the medical, chemical, and
electrical rechnology areas (0.13 to 0.19). Although measuring the output
of university-based R&D in this way is subject to all the usual problems
associated with the use of patents as an indicator of technological output,
patents arguably are as well suited for this particular exercise as they
might be anywhere, because propensities to patent across states, even if
they exist, are unlikely to be correlated with anything in particular (once
one controls for the industrial mix}.*?

Finally, Mansfield takes more of a case study approach, He begins
with commercial innovations in seventy-six firms and traces these back
to their academic source (if there is one).** Using estimates obtained from
the firms concerning the importance of recent academic research for their
innovations and the time lags between that research and the first com-
mercial introduction of the relevaat product, as well as the total sales
from such products, he is able to produce a rough estimate of the returns
to the firms from the academic research. This is probably a lower bound
on the social return, as it does not include any benefits flowing to con-
sumers from the new products that are above the prices they have paid.

Mansfield reports that approximately 10 percent of new products and
processes of these firms could not have been developed in the absence of
recent academic research.* Using a series of heroic, but plausible, as-
sumptions, he is able to compute a rough lower bound to the social rate
of return to this academic research and reports estimates in the 20-30
percent range. As he is careful to point out, his estimates ignore the social
benefits from other innovations based on the same academic research,
those stemming from sales beyond the first four years of commercializa-
tion, those accruing outside the United States, and those accruing to
consumers and other firms in and outside of the industry in question.

In his 1995 study, Mansfield goes back to the academic research itself,
finding that about two-thirds of the funding of the researchers and proj-
ects that ultimately generated these innovations came from the federal
government. This is to be compared with the overall 60 percent share of
federal government funding in the research performed at universities and
colleges, implying that government-funded R&D is slightly more oriented
toward science that is eventually useful for industry than university R&D

43. Sec Griliches, Pakes, and Hall (1987) and Griliches (1990) for further discussion
of the use of patent statistics as economic indicators.

44. Mansfield (1991, 1992, 1995).

45. Mansfield {1991).
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as a whole. The conclusion from this series of studies is that academic
research, much of which is funded by the federal governmeny, is likely 1o
generate extremely high social rates of return in spite of the difficulty of
measurement of these returns.

Conclusion

In the past twenty-five or so years, both an increased understanding of
the difficulties of measuring returns to R&D precisely and (in spite of
this difficulty) some substantive results have been reached.

First, when the primary output of R&D is new and improved prod-
ucts, the allocation of the measured returns to R&D between private
teturns (the returns to the individual or organization undertaking the
R&D} and excess social returns (the returns to society at large net of the
private returns) depends crucially on the price indices that are used.

Second, given the intertemporal nature of most R&D investment proj-
ects, establishing the lag structure of the contribution of R&D to pro-
ductivity and measuring the depreciation rate of R&D capital are difficult
tasks. Most measures of the total recurns to a particular R&D dollar will
be imprecise, because these estimates depend crucially on the time pattern
of the returns,

Third, the private returns to R&D in U.S. manufacturing have declined
between the 1960s and 1980s, approaching something like a normal rate
of return, typical of that obtained by the firms from their other activities.

Fourth, the excess private returns to federal R&D performed by in-
dividual firms is measured to be zero overall in the United Stares and in
several other countries. Given the goals of such R&D (primarily defense,
space exploration, and health in the United States, other national goals
such as technological catch-up in other countries), this result is perhaps
not surprising.

Fifth, case study evidence of individual research areas (such as satellites
and civilian aircraft) supports the view that the social recurn to such
R&D can be substantial, although extremely difficult to trace and mea-
sure. Little precise measurement has been made of the returns to federally
funded basic science, except in a fairly aggregative manner. Bur, again,
case study and the history of individual technologies suggest that these
returns are positive and could be substantial.

What are the areas in which further research would be helpful in
answering the kinds of questions asked by government policymakers? To
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answer this question, a brief review is necessary of the issues that poli-
cymakers might like addressed. Given the overwhelming evidence that
some positive externalities exist for some types of R&D, the questions
being asked typically fall into two categories: How much government
subsidy should exist for R&D investment, and on what types of invest-
ment should it be spent? The set of policy instruments typically under
consideration includes lowering the private cost of R&D (tax credits),
direct government subsidy to private firms {for example, defense and
energy) or universities (basic science), and performance by the govern-
ment itself (for example, space and heaith).

I have written elsewhere about the issues surrounding the use of tax
policy to lower the private cost of R&D, thereby increasing the level of
privately supported R&D toward that called for by the social returns to
such R&D.* In evaluating the use of tax policy to achieve this goal, the
important issue is the dominant role played by the choice of price deflator
in the allocation of the returns to private R&D between a firm and its
customers.

The computer indusiry provides a clear example that the measured
gap between private and social returns to R&D, which might be used to
guide tax policy toward private R&D, depends crucially on whether and
how the output a particular industry is adjusted for the quality change
induced by the R&D. Using a conventional price index to measure out-
put, the conclusion could be reached that the industry has achieved a
social rate of return to its R&D investment that is similar to the return
on ordinary capital. Using a hedonic price deflator that adjusts for the
rapid quality change in this industry, the conclusion could be reached
that the social return to R&D in the industry has been substantial. Simply
put, the elasticity of industry sales with respect to R&D is the sum of
two clasticities: the clasticity of price with respect to R&D and the
elasticity of output with respect to R&D. If input costs are controlled,
firms are concerned with the sales elasticity, consumers benefit from the
price clasticity, and society as a whole cares about the output elasticity,
Given this, how the sales growth in an industry is decomposed into price
and output growth is important for the measurement of returns.

The importance of deflators in computing the returns to R&D calls
for further research into the quality adjustment of output deflators at a
fairly detailed industry level, A first step has been made by the Bureau of

46. Hall (1993, 1995).
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Economic Analysis in the computer industry, and some efforts also exist
in autos and pharmaceuticals, but more is needed. The results should be
incorporated into the National Income Accounts, as has been done with
computers. In passing, the importance of extending some of this effort
to outputs in the service sector should be mentioned, because an increas-
ing share of the nation’s industrial R&D is going toward this sector.

In many ways, the question about which the Jeast is known is: What
types of R&D investment should be subsidized and can the subsidy be
targeted without inducing enormous rent-seeking activity? This question
is important for a couple of reasons. First, whether the tax subsidy to
R&D induces R&D spending that is as socially useful as direct subsidy
is uncertain. Many (including myself) would argue that maximizing the
diversity of ideas through decentralized choice of projects is important
and would therefore favor some kind of tax subsidy approach on a priori
grounds. It would be interesting, however, to attempt to track the prog-
ress of the various recent project-oriented funding programs undertaken
by the Clinton administration to try to gain some insight into this
question,

A related issue concerns the behavior of industry itself in choosing
R&D projects. Mansfield presents the finding that two-thirds of the R&D
conducted by private firms in the United States is product-oriented in-
stead of process-oriented (as opposed to one-third in Japan).*” s this
good or bad? Some product-oriented R&D benefits the consumer, as
indicated in the computer industry example, but some may be an attempt
to increase the market power of one firm at the expense of others by
means of product differentiation, with no real welfare gain for con-
sumers. Careful empirical research on this topic in several industries
would be helpful in understanding the ultimate effectiveness of the R&D
tax credit as innovation policy.

Second, considerable debate has ensued in the United States and other
countries over the benefits of targeting government-funded research more
closely to specific goals. To help evaluate the trade-off, the line of research
that facuses on the downstream benefits of government investment in
basic science and technology should be pursued, using the various ap-
proaches of Adams (stocks of scientific papers); Jaffe, Manuel Trajten-
berg, and Rebecca Henderson {citation-weighted patents); and Lynne
Zucker, Michael Darby, and Jeffrey Armstrong (biotechnology case

47. Mansfield {1988).
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study, using statistical methods), among others.*® Jaffe, Trajtenberg, and
[ have begun a project using patent citations that should produce the
information that would enable one to link government activity in a tech-
nology to the activity of private firms. The benefit of this type of project
is that, in the absence of R&D spending by field (or even in its presence),
the use of bibliometric measures is both more output-oriented and more
informative as to specific technological field. Research into the benefits
of basic science is important because they are likely to be large and they
are difficult to measure. Case study evidence, although positive, occa-
sionally suffers from its focus on winners, and it would be helpful to try
to filt it out with the computation of returns as in Mansfield’s 1991 study.

Comment by Van Doorn Ooms

Edwin Mansfield summarizes primarily the findings of his own research
on the contributions of new technology to the economy. For many, this
would be a brief undertaking and perhaps not worth commenting upon.
For Mansheld, it is the opposite. This industry, which is no longer a
cottage industry, over the past nearly a quarter of a century has belonged
in large part to him.

Bronwyn H. Hall entered the industry later and, as befits a later en-
trant, has raised some important chalienges. Here she focuses primarily
on the impact of government and university-based research on individual
firms’ contribution to overall productivity growth. In particular, she
raises questions about what is known about private returns to research
and development (R&D) in light of the conceptual and methodological
problems involved in the research.

The two papers reach different conclusions about progress in the field.
Mansfield is heartened that a great many gaps in understanding have
been filled, at least partially. Hall is discouraged to discover how few of
these topics have been completely explored or understood since 1972,
even thongh a great deal of effort has been expended on research.

[ am not an expert in the field, so 1 am not competent to say whether
this research glass is half full or half empty. However, this tension is
hardly unique to these particular questions. It is a characteristic of eco-

48. Adams (1990); Jaffe, Trajtenberg, and Henderson (1993); Zucker, Darby, and
Armstrong {1994},
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nomic research broadly and of scientific research paradigms more gen-
erally. Nevertheless, Hall is correct to call attention to some of the pe-
culiar problems in this field. As she notes, the problems relate not only
to inadequate or unsuitable data, which is characteristic of virtoally all
fields of economic research, but also to an inability to describe the kind
of data desired in some instances——and this is not characteristic of all
fields.

M. Abramovitz many years ago warned that the residual measures of
technical change were measures of ignorance. The objects of inquiry are
still being specified. And while some progress has been made, the diffi-
culties remain formidable.

Mansfield provides a well-organized summary of the major issues and
one that is accessible to noneconomists involved in the policy process. A
few require underlining.

First, investments in new technology do produce large returns that are
diffused among immediate consumers and innovators and the larger so-
ciety, with a persistent gap between private and social returns. That gap
provides a strong case, at least in principle, for public intervention. This
is hardly news, but it raises important issues today in a political environ-
ment in which it is assumed by many, and certainly by many in the media
and the public at large, that the government can do nothing right. Many
large public interventions, as Linda Cohen and Roger Noll have shown,
unfortunately lend support to that belief.

Second, legal and institutional protections to the innovation process,
such as patents, have limited value. Here, time—and lead time, in partic-
ular—is money. Policymakers, and especially regulators, should take
note. -

Another point is that Mansfield’s research shows that resources do
matter, and in expected and systematic ways with respect to a number
of issues in this area. It is not an accident or some deep mystery of eastern
culture that Japanese firms successfully appropriated returns from inno-
vations in the United States and in Europe.

Finally, academic research and the federal support underlying it are
critical to innovation and economic growth. The economic theory of
public goods is strongly supported by testimony on the ground from the
consumers.

[ do have a couple of relatively minor questions or qualifications. One
is that Mansfield finds no reason thar university research should not move
toward closer alliances with industry. However, he also notes that the
function of universities is to provide highly trained individuals, managers,



164 / Bromwyn H. Hall

scientists, and citizens. Resources are not unlimited in universities either.
They have to be allocated, and the tensions between these uses are often
great. Although no necessary conflict exists here, many universities are
finding that the teaching function is becoming increasingly problematic
with the pressures on teachers and researchers to do other things.

Second, Mansfield notes that the economic significance of new tech-
nology depends not only on the research, per se, but also on its commer-
cialization. Not discussed is that spillovers are increasingly likely to spill
across national boundaries. Firms now are increasingly global rather than
national; the spillovers are likely 1o be appropriated hither and yon. The
question arises for national policymakers: “Who is us?” U.S. consumers,
for instance, benefited greatly from Japanese process innovations, even
though many of the returns did not accrue to U.S. firms.

Hall's paper reiterates how difficult it is to define, let alone to accu-
rately measure, the variables required to estimate the impact of R&D
expenditures on real value added and thereby productivity. As she says,
the problem is not that computets are an anomaly. Computers are anom-
alous because they represent the only serious attempt to develop price
indices that would allow economists to try to correctly measure quantities
rather than to fall back in confusion on revenues. For that reason, |
would strongly subscribe to the conclusions that she and David Mowery
came 1o on the statistical research agenda.

Despite many of the qualifications that have been noted here today,
by Hall, Michael J. Boskin, and others, | think most economists believe
thar spillovers are large, the social returns to R&D being an order of
magnitude of perhaps twice that of risky physical capital. In principle,
then, a strong case can be made for public intervention to support re-
scarch. Nevertheless, the political process is likely to become even less
supportive than it has been. The characteristics of research are not likely
to be especially attractive to elected policymakers. Research expenditures
are characterized by long lags before the innovation takes place, very
high uncertainty, and beneficiaries that are not easily identifiable, Al of
those are anathema to politicians who would prefer speed, certainty, and
being able to target expenditures on powerful beneficiaries.

This is not a new problem, but a long-standing one in terms of the
federal budget. Over the past thirty years, what the Office of Manage-
ment and Budget has characterized as short-term benefits, principally
transfer programs, have risen from about 6 percent of potential gross
domestic product (GDP) to approximately 12 percent. Expenditures gen-
erally characterized as long-term investments, including R&D and phys-
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ical capital, have remained at about 2 percent of GDP, or almost exactly
where they were in 1960, At the margin, during the cold war, some
additional resources were mobilized for long-term investments, and es-
pecially for R&D, in the name of national security. But research has now
lost its security blanket, and competitiveness (if this term is viewed as a
synonym for productivity) has not yet become a satisfactory replacement.
It is perhaps less likely to become one while economists wage semantic
war about whether the term can be used.

However, and paradoxically, as the case in principle for public support
has become stronger, the difficulties in practice have increased. Congress
has become an institution of independent contractors, and the discipline
that was previously imposed by a stronger committee system and more
careful oversight has eroded. Therefore, a coherent policy involving hard
choices between expenditures, or between expenditure cuts, has become
more and more difficult to implement, even if the administration pro-
poses one. The progression is moving, with the help of armies of well-
paid lobbyists, toward government by earmark, and this has been exac-
etbated by fiscal austerity.

As Boskin said, in principle, austerity should impose discipline and
help 1o make hard choices. But often, at least at this stage in the devel-
opment of federal budgeting, austerity largely produces what is known
on Capitol Hill as fairness, which is a synonym for across-the-board cuts.

A coherent politics is badly needed—public support for long-term
investments of all kinds, not only R&D, focused even more on quality
and incentives than on the total amounts of resources involved; getting
one is a long way off.

Comment by David C. Mowery

‘The Edwin Mansfield and Bronwyn H. Hall papers take different but
complementary approaches, both of which should be preserved. The top-
down, aggregated approach of Hall and many others who draw on public
or quasi-public data and the bottom-up approach that relies on data
from individual firms or individual cases, which is illustrated by the
extensive labors of Mansfield, have made important contributions. How-
ever, the conclusions of these studies are limited, for a number of reasons.
As retrospective studies, they tell much about how the past has operated
but provide little insight into what the future will look like.
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In most cases, these studies, particulatly the work in the top-down
tradition, do not allow one to disaggregate among industries, among
types of research and development (R&D} investments, or between pub-
lic and private R&D investments. The conclusions do not provide a sense
of where the returns have been highest among different programmatic
structures or among different areas of investment. Moreover, because
one cannot determine where these returns have been highest in the past,
knowing where they are likely to be highest in the future is difficult. So
aggregation adds difficulties to those resulting from the retrospective
focus.

The retrospective focus is problematic because of the abundant evi-
dence that the U.S. R&D system is undergoing significant structural
change. The R&D system within which many of these studies have been
conducted may differ substantially from the system that will emerge over
the next decade.

It is not only the U.S. R&D system that is experiencing structural
change. Some of Mansfield’s conclusions about U.S. versus Japanese
R&D management also are likely to be qualified or slightly revised in
future studies. How might these structural changes affect some of the
results of Hall’s and Mansfield’s work? Hall suggested that some evidence
is available that the expansion of R&D investment within the U.S. econ-
omy has reduced the private returns to this investment. More study of
the causes and consequences of this is important for understanding what
the future evolution of the system is likely to resemble.

In Mansfield’s work, the role of intellectual property and the degree
of formal protection afforded to industrial intellectual property by pat-
ents has substantially increased in the past fifteen years. Certainly, a
number of statutory changes have been made to try and increase it;
arguably, those have had some effect. Other influences are operating, but
this is an important issue and may affect the speed with which new
industrial technologies leak from one firm to another. Moreover, the
entire approach of U.S. firms to the management of their industrial re-
search has changed in ways that may move some practices of industrial
R&D management in U.S. firms closer to what Mansfield described in
Japan as an attempt to look outside the firm more systematically, to
develop links to an array of external institutions, not just universities—
national labs in some cases; other firms; various consortia, publicly or
jointly publicly and privately financed.

So both of these analyses are snapshots of a series of rapidly evolving
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or changing targets and, arguably, the pace of this structural change has
increased since the mid-1980s,

Two other areas may be important in Mansfield’s work on the role of
universities. First is the implication of greater reliance by academics on
industrial funding. What does that imply about the findings of future
work on the returns to academic R&D? Second, with respect to the role
of public universities, how are state-level R&D or technology develop-
ment and regional development strategies influencing the attractiveness
of local universities for firms that are pursuing research links? A number
of these programs have expanded in the past ten to fifteen years, and
they are probably playing a role in some of Mansfield’s findings. What
that role might be is uncertain.

Other aspects of the Mansfield and Hall analyses raise broader issues.
Both Mansfield and Hall emphasize the importance of adoption of the
results of R&D for realization of social returns of these investments. This
has some complicated implications.

As Hail and Charles L. Schultze suggested, policies favoring the adop-
tion environment for technologies can have a substantial impact. Adop-
tion policy that complements policy influencing investment in and the
creation of much of this technology may significantly raise the social
returns to these investments. As Schultze suggested, public investments
in human capital may complement the innovations resulting from the
R&D capita! and raise the social returns to R&D investment.

Examining the effects of public R&D investment, as Hall suggested,
the interaction between technology creation and technology adoption
gets more complicated. Much of the postwar federal R&D spending in
industry has been closely linked to federal procurement, especially in
defense. The economic effects of federal R&D spending in defense-related
technologies are tightly linked to the effects of federal government pro-
curement of goods embodying many of the technologies created from the
federal R&D investment.

For example, the realization of effects on industrial structure, certainly
much of the so-called military-civilian spillovers, are the result of the
joint influence of R&D and procurement investment. This observation
has some complicated implications for the estimation of the returns to
this federal R&D investment, as Frank R. Lichtenberg has expliored. But
federal policy on the demand side has influenced the returns to federal
R&D procurement in other sectors.

In the U.S. commercial aircraft industry, for example, federal regula-
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tion of interstate air travel accelerated technology adoption. In the
biomedical industry, federal policies since the mid-1960s have created a
buoyant environment for the adoption of medical device technology and
pharmaceuticat technology by replacing the price sensitivity of users. The
influence of federal policies on the adoption of innovations needs to be
incorporated more directly into analysis of the effects of federal R&D
programs on industrial innovation and national economic performance.

Several important areas need additional work in the aggregate ap-
proach to studying R&D. The data on R&D investment and like activi-
ties in nonmanufacturing industries must be more systematically counted,
to link those data to productivity growth and to other economic quan-
tities that marter.

But if the problems of both R&D data and deflation are severe in
manufacturing, as Hall suggested, they are far more severe in the non-
manufacturing sector. Nevertheless, this is something that cannot con-
tinue to be ignored as systematically as at present. The public statistical
agencies desperately need to improve daca collection, analysis, and up-
dating.

Other important research extensions are in the bottom-up analytic
approach and complement the aggregate analysis of other scholars. Al-
though individual cases can be misleading, there is a strong argument for
further disaggregation and systematic differentiation among industries,
among technologies, and among types of R8¢D investment. Reaching any
conclusions about program design or evaluation without this more dis-
aggregated research is difficult. Aggregate analysis cannot be relied upon
exclusively.

Another important area for further work is a systematic attempt to
update this work, much of which was written by Mansfield, to take
account of some of the structural change in this R&D system, both within
the United States and elsewhere in the industrial world.

Why does this matter? Enormous political pressure, which is likely to
increase, is being felt for better metrics and approaches to evaluating
current and prospective federal R&D programs. Current methods for
assessing the economic effects of federal R&D programs are weak. As a
result, economists are not well positioned to respond to the political
demand for evaluation, nor are they well positioned to assess the conse-
quences of shifts in program design or reallocation of R&D investment
funds among different areas of research. One real danger is that near-
term results will overshadow long-term resuits in such evaluacion, influ-
encing the design of programs in the area.
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My final remarks deal with the role of universities in the U.S. inno-
vation system. First is the survey, widely cited, by Wesley Cohen and
Richard Florida on the role of industry R&D funding within U.S. uni-
versity research. The Cohen and Florida survey revealed a surprisingly
high financial contribution by industry to academic research. [ do not
have a good explanation for this unrepeated finding. One reason may be
that the sample of universities included in the survey is a much broader
one than is typically analyzed in much of the wotk on university-industry
rescarch relationships. The typical sample tends to be confined to the
research universities. That the broader sample yields evidence of higher
financial contributions from industry suggests that in overlooking this
lower tier of universities, those focused on by Mansfield, a more sustained
interaction may have been missed between industry and universities that
goes back much earlier into the postwar period than previously thought.

Another interesting implication from Mansfield’s work on the role of
the second-tier universities deals with peer review, One of the subversive
implications of some of Mansfield’s work is that the kinds of academic
excellence that are rewarded by the peer review system that has driven
so much of federally funded academic research is of limited relevance to
industry-funded research, at least some parts of it. What do these con-
clusions imply about the political robustness of peer review in a future
academic research enterprise in which industry funding is likely to play
a much more prominent role? The growing role of industry-funded aca-
demic research may reduce the importance of peer review in the creation
or development of academic research centers.

References

Adams, James D. 1990. “Fundamental Scocks of Knowledge and Productivity
Growth.” Journal of Political Econonty 98: 673-702.

. 1993. “Science, R&D, and Invention Potential Recharge: U.S. Evidence.”
CES Discussion Paper 93—2. Washington: Census Bureau (January).

Adams, James D., and Leo Sveikauskas. 1993, ‘‘Academic Science, Industrial
R&D, and the Growth of Inputs.” CES Discussion Paper 93—1, Washington:
Census Bureau (January),

Arrow, Kenncth. 1962, “Economic Welfare and the AHocation of Resources for




170 / Bromwyn H. Hall

Invention.” In The Rate and Direction of Inventive Activity, edited by Richard
R. Nelson, 609-25. Princeton University Press.

Bartelsman, Eric J. 1990a. “Federally Sponsored R&D and Productivity
Growth.” FEDS 121, Washington: Federal Reserve Board of Governors.

. 1990b. “R&D Spending and Manufacturing Productivity: An Empirical
Analysis.” FEDS 122, Washington: Federal Reserve Board of Governors
{April).

Cohen, Wesley, Richard Florida, and W. Richard Goe. 1994. “University Indus-
try Research Centers in the United States.” Carnegie-Mellon University.

Cohen, Wesley M., and Richard C. Levin. 1989, “Empirical Studies of Innovation
and Market Structure.” In The Handbook of Industrial Organization, edited
by Richard Schmalensee and Raobert D. Willig, 1059-1107. Vol, 11, Amster-
dam: North-Holland.

David, Paul A., David Mowery, and W. Edward Steinmueller. 1988. “The Eco-
nomic Analysis of Payoffs from Basic Research: An Examination of the Case
of Particle Physics Research.” CEPR Publication 122. Stanford University
{November).

. 1992, “Analyzing the Economic Payoffs from Basic Rescarch.” Econom-
ics of Innovation and New Technology 2: 73-89.

Griliches, Zvi. 1979. “Issues in Assessing the Contribution of R&D to Produc-
tivity Growth.” Bell Journal of Economics 10: 92—118.

. 1980. “Returns to Research and Development Expenditures in the Pri-

vate Sector.” In New Developments in Productivity Measurement and Analysis,

edited by John W. Kendrick and Beatrice N. Vaccara, 419-62. University of

Chicago Press.

. 1990, “Patent Statistics as Economic Indicators: A Survey.” Journal of

Economic Literature 27; 1661-1707,

. 1992, *“The Search for R&D Spillovers.” Scandinaviarn Journal of Eco-

nomics 94 (3, Supplement): 52947,

. 1993, “Productivity and the Data Constraint.” American Economic Re-
view 83; 1-43,

Griliches, Zvi, and Frank Lichtenberg. 1984. “R&D and Productivity Growth at
the Indusiry Level: [s There Siill a Relationship?' In R&rD, Patents, and
Productivity, edited by Zvi Griliches, 465—501. Chicago University Press.

Griliches, Zvi, and Jacques Mairesse. 1984, “Productivity and R&D at the Firm
Level.” In R&D, Putents, and Productivity, edited by Zvi Griliches, 339-74,
University of Chicago Press.

Griliches, Zvi, Ariel Pakes, and Bronwyn H. Hall, 1987. “The Value of Patents
as Economic Indicators.” In Economic Policy and Technological Performance,
edited by Partha Dasgupta and Paul Stoneman. Cambridge University Press.

Hall, Bronwyn H. 1993a. “The Stock Market Valuation of R&D Investment in
the 1980s.” American Economic Review 83: 25964,




The Private and Social Returns to Research and Development | 171

. 1993b. “Industrial Research during the 1980s: Did the Rate of Return

Fall?” Brookings Papers on Economic Activity: Microeconomics (2): 289—-344,

. 1993¢, “"R&D Tax Policy during the Eighties: Success or Failure?” Tax

Policy and the Economy 7: 1~36.

. 1995. “Fiscal Policy toward R8D in the United States: Recent Experi-
ence.” Paper prepared for the Organization for Economic Cooperation and De-
velopment meeting on Fiscal Policy and Innovation, Paris, France, January 19.

Hall, Bronwyn H., and Jacques Mairesse, 1995. “Exploring the Relationship
between R&D and Productivity in French Manufacturing Firms.” Journal of
Econometrics 65 (1): 263-93.

Hall, Bronwyn H., Zvi Griliches, and Jerry A. Hausman. 1984. “Patents and
R&D: is There a Lag?" Working Paper 1454, Cambridge, Mass.: Navional
Bureau of Economic Research.

Harhoff, Dietmar. 1993. R& D and Productivity in German Manufacturing Firms.
Universitact Mannheim Zentrum fuer Europaeische Wirtschaftsforschung.
Hertzfeld, Henry R. 1985. *Measuring the Economic Impact of Federal Research
and Development Investments in Civilian Space Activities.”” Paper prepared
for the Workshop on the Federal Role in Research and Development, National

Academies of Science and Engineering, November 21-22.

Jaffe, Adam B. 1989. “Real Effects of Academic Research.” American Economic
Review 79: 957-71.

Jatfe, Adam B., Manuel Trajtenberg, and Rebecca Henderson. 1993. “Geo-
graphic Localization of Knowledge Spillovers as Evidenced by Patent Cita-
tions.”” Quarterly Journal of Economics 108: 577-98.

Klette, Tor Jacob. 1991. “On the Importance of R&D and Ownership for
Productivity Growth: Evidence from Norwegian Micro-Data 1976-85.”
Discussion Paper 60. Oslo: Norwegian Central Bureau of Statistics (February).

Lach, Saul, and Schanderman. 1988. “Dynamics of R&D and Investment in the
Scientific Sector.” Working Paper. Mount Scopus, Jerusalem: Hebrew Uni-
versity of Jerusalem, Department of Economics.

Levin, Richard C., and Peter Reiss. 1984. “Tests of a Schumpeterian Mode! of
R&D and Marker Structure.” In Re#D, Patents, and Productivity, edited by
Zvi Griliches. University of Chicago Press.

Levy, David, and Nestor Terleckyj. 1982. “Effects of Government R&D on
Private R&D Investment and Productivity: Macroeconomic Evidence.”” Paper
prepared for the Southern Economic Association.

Lichtenberg, Frank R. 1985, “Assessing the Impact of Federal Industrial R&D
Expenditure on Private R&I) Activicy.” Paper prepared for the Workshop on
the Federal Role in Research and Development, National Academies of Science
and Engineering, November 21-22,

. 1992, “R&D Investment and International Productivity Differences.”

Working Paper 4161. Cambridge, Mass.: National Bureau of Economic Re-

search [September).




172 / Bromwyn H, Hall

Lichtenberg, Frank R., and Donald Siegel. 1991, “The Impact of R&D Invest-
ment on Productivity—New Evidence Using Linked R&D-LRD Data.” Eco-
nomic Inquiry 29 203-28,

Link, Albert N. 1981. ““Allocating R&D Resources: A Study of the Determinants
of R&D by Character of Use.” Auburn University.

Mairesse, Jacques, and Bronwyn H. Hall. 1994, *“Estimating the Productivity of
R&D: An Exploration of GMM Methods Using Data on French and United
States Manufacturing Firms.” In International Productivity Comparisons, ed-
ited by Karin Wagner.

Mairesse, Jacques, and Pierre Mohnen. 1995. “Research and Development and
Productivity.” INSEE, Paris and Universite du Quebec a Montreal (January),

Mairesse, Jacques, and Mohamed Sassenoun, 1991. “R&D and Productivity: A
Survey of Econometric Studies at the Firm Level.” OECD Science-Technology
Review 8: 944,

Mamuneas, Theofanis P., and M. Ishaq Nadiri. 1993. Public R&*D Policies and
Cost Bebavior of the U.S. Manufacturing Industries. Report 93—44. New York
University, C. V. Starr Center for Applied Economics, Research {November),

Mansfield, Edwin, 1984, “R&D and Innovation: Some Empirical Findings.” In
R&D, Patents, and Productivity, edited by Zvi Griliches, 127-54, University
of Chicago Press. :

. 1988. “Industrial R&D in Japan and the United States: A Comparative

Study.”" American Economic Review 78; 223-28.

» 1991. “Academic Research and Industrial Innovation.” Research Policy

20: 1-12,

- 1992. “Academic Research and Industrial Innovation: A Further Note.”

Research Policy 21: 295-96, .

- 1995. “Academic Research Underlying Industrial Innovations: Sources,
Characteristics, and Financing.” Review of Economics and Statistics {Febru-
ary): 55-635.

Mansfield, Edwin, and Lome Switzer. 1984. “Effects of Federal Support on
Company-Financed R&D: The Case of Energy.” Management Science 30:
562-71.

Mansfield, Edwin, and others. 1977, The Production and Application of New
Technology. W. W. Norton.

Mohnen, Pierre. 1992. “Internationat R&D Spillovers in Selected OECD Coun-
tries.”” Montreal, Quebec: Cahiers de recherche dy departement des sciences
cconomiques de I'UQAM, no 9208 {August).

- 1994. “The Econometric Approach to Externalities.”” Montreal, Quebec:
Cahiers de recherche du departement des sciences economiques de I'UQAM,
no 9408 (November).

Mowery, David C. 1985, “Federal Funding of R&D in Transportation: The Case
of Aviation.” Paper prepared for the Workshop on the Federal Role in Re-




The Private and Social Returns to Research and Development | 173

search and Development, National Academies of Science and Engineering,
November 21-22.

National Science Foundation. 1987, Science and Engineering Indicators 1987
Government Printing Office.

. 1991. Science and Engineering Indicators 1991. Government Printing
Office,

Nelson, Richard R. 1959. “The Simple Economics of Basic Scientific Research.”
Journal of Political Econamy 67: 297-306.

Pakes, Ariel. 1985. “On Patents, R&D, and the Stock Market Rate of Return.”
Journal of Political Econonry 93: 390-409.

Rosenberg, Mathan. 1982. “How Exogenous Is Science?”’ In Inside the Black
Box, edited by Nathan Rosenberg, 141-59. Cambridge University Press.

. 1994, “Critical Issues in Science Policy Research.” In Exploring the Black
Box, edited by Nathan Rosenberg, 139-58. Cambridge University Press.
Scott, John T. 1984. “Firm versus Industry Variability in R&D Intensity.” In
Re#D, Patents, and Productivity, edited by Zvi Griliches, 233-48. University

of Chicago Press.

Terleckyj, Nestor. 1985, “Mecasuring Economic Effects of Federal R&D Expen-
ditures: Recent History with Special Emphasis on Federal R&D Performed in
Industry.” Paper preparcd for the Workshop on the Federal Role in Rescarch
and Development, National Academies of Science and Engineering, November
21-22,

Zucker, Lynne G., Michael R. Darby, and Jeff Armstrong. 1994. “Intellectual
Capital and the Firm: The Technology of Geographicaily Localized Spill-
overs.” Working Paper 4946, Cambridge, Mass.: National Bureau of Eco-
nomic Research {December).

APPENDIX
BIBLIOGRAPHIC SUMMARY OF RECENT
RESEARCH ON TECHNOLOGICAL CHANGE

In his article at the 1971 National Science Foundation conference, Pro-
fessor Edwin Mansfield enumerated questions toward which future re-
search should be directed. This bibliography is an idiesyncratic collection
of papers written since then that bear on the topics he suggested.

in some respects, it is discouraging to read over the list of topics on
which Mansfield recommended further research and discover how few
of them have been completely explored or understood since 1972, despite
the great deal of effort that has been expended. To a great extent, this
reflects the extreme complexity of the relationship between technological
advance and economic welfare, as well as the resistance of some of the
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most important concepts to quantification. Among other problems, re-
search in this area suffers both from inadequate or unsuitable data and
the inability to describe the kind of data desired. In spite of these reser-
vations, a considerable amount has been learned through the efforts of
many researchers (to say nothing of the financial support of several
branches of the National Science Foundation as well as other agencies,
both government and private).
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