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Differential Equations

Definition 1. A differential equation is an equation of the form

\[ y'(t) = F(y(t), t) \]

where \( F : U \rightarrow \mathbb{R}^n \) and \( U \) is an open subset of \( \mathbb{R}^n \times \mathbb{R} \).

An initial value problem is a differential equation combined with an initial condition

\[ y(t_0) = y_0 \]

with \( (y_0, t_0) \in U \).

A solution of the initial value problem is a differentiable function \( y : (a, b) \rightarrow \mathbb{R}^n \) such that \( t_0 \in (a, b) \), \( y(t_0) = y_0 \) and, for all \( t \in (a, b) \), \( \frac{dy}{dt} = F(y(t), t) \).
The general solution of the differential equation is the family of all solutions for all initial values \((y_0, t_0) \in U\).
Existence and Uniqueness of Solutions

Theorem 1. Consider the initial value problem

\[ y'(t) = F(y(t), t), \quad y(t_0) = y_0 \]  \hspace{1cm} (1)

Let \( U \) be an open set in \( \mathbb{R}^n \times \mathbb{R} \) containing \((y_0, t_0)\).

1. Suppose \( F : U \to \mathbb{R}^n \) is continuous. Then the initial value problem has a solution.

2. If, in addition, \( F \) is Lipschitz in \( y \) on \( U \), i.e. there is a constant \( K \) such that for all \((y, t), (\hat{y}, t) \in U\),

\[ \|F(y, t) - F(\hat{y}, t)\| \leq K \|y - \hat{y}\| \]

then there is an interval \((a, b)\) containing \( t_0 \) such that the solution is unique on \((a, b)\).
Proof. We consider only the case in which $F$ is Lipschitz.

Since $U$ is open, we may choose $r > 0$ such that

$$R = \{(y, t) : \|y - y_0\| \leq r, |t - t_0| \leq r\} \subseteq U$$

Since $F$ is continuous, we may find $M \in \mathbb{R}$ such that $\|F(y, t)\| \leq M$ for all $(y, t) \in R$.

Given the Lipschitz condition, we may assume that

$$\|F(y, t) - F(\hat{y}, t)\| \leq K \|y - \hat{y}\| \text{ for all } (y, t), (\hat{y}, t) \in R$$

Let

$$\delta = \min \left\{ \frac{1}{2K}, \frac{r}{M} \right\} > 0$$

We claim the initial value problem has a unique solution on $(t_0 - \delta, t_0 + \delta)$. 
Let $C$ be the space of continuous functions from $[t_0 - \delta, t_0 + \delta]$ to $\mathbb{R}^n$, endowed with the sup norm

$$\|f\|_{\infty} = \sup\{\|f(t)\| : t \in [t_0 - \delta, t_0 + \delta]\}$$

Let

$$S = \{z \in C : (z(s), s) \in R \text{ for all } s \in [t_0 - \delta, t_0 + \delta]\}$$

$S$ is a closed subset of the complete metric space $C$, so $S$ is a complete metric space.

Consider the function $I : S \rightarrow C$ defined by

$$I(z)(t) = y_0 + \int_{t_0}^{t} F(z(s), s) \, ds$$

$I(z)$ is defined and continuous because $F$ is bounded and continuous on $R$. Observe that if $(z(s), s) \in R$ for all $s \in [t_0 - \delta, t_0 + \delta]$,
then
\[
\|I(z)(t) - y_0\| = \left\| \int_{t_0}^t F(z(s), s) \, ds \right\|
\leq |t - t_0| \max\{\|F(y, s)\| : (y, s) \in R\}
\leq \delta M
\leq r \quad (\delta \leq \frac{r}{M})
\]
so \((I(z)(t), t) \in R\) for all \(t \in [t_0 - \delta, t_0 + \delta]\). Thus, \(I : S \to S\).
Given two functions $x, z \in S$ and $t \in [t_0 - \delta, t_0 + \delta],$

$$
\|I(z)(t) - I(x)(t)\| = \left\| y_0 + \int_{t_0}^{t} F(z(s), s) \, ds - y_0 - \int_{t_0}^{t} F(x(s), s) \, ds \right\|
$$

$$
= \left\| \int_{t_0}^{t} (F(z(s), s) - F(x(s), s)) \, ds \right\|
$$

$$
\leq |t - t_0| \sup_{s \in [t_0 - \delta, t_0 + \delta]} \| F(z(s), s) - F(x(s), s) \| 
$$

$$
\leq \delta K \sup \{ \| z(s) - x(s) \| : s \in [t_0 - \delta, t_0 + \delta] \}
$$

$$
\leq \frac{1}{2} \| z - x \|_{\infty} \quad \left( s \leq \frac{1}{2K} \right)
$$

Therefore, $\|I(z) - I(x)\|_{\infty} \leq \frac{1}{2} \| z - x \|_{\infty},$ so $I$ is a contraction.

Since $S$ is a complete metric space, $I$ has a unique fixed point $y \in S.$ Therefore, for all $t \in [t_0 - \delta, t_0 + \delta], \text{ we have}$

$$
I(y)(t) = y(t) = y_0 + \int_{t_0}^{t} F(y(s), s) \, ds
$$
$F$ is continuous, so the Fundamental Theorem of Calculus implies that

$$y'(t) = F(y(t), t)$$

for all $t \in (t_0 - \delta, t_0 + \delta)$. Since we also have

$$y(t_0) = y_0 + \int_{t_0}^{t_0} F(y(s), s) \, ds = y_0$$

$y$ (restricted to $(t_0 - \delta, t_0 + \delta)$) is a solution of the initial value problem (1).

On the other hand, suppose that $\hat{y}$ is any solution of the initial value problem (1) on $(t_0 - \delta, t_0 + \delta)$. It is easy to check that $(\hat{y}(s), s) \in R$ for all $s \in (t_0 - \delta, t_0 + \delta)$, so we have $|F(\hat{y}(s), s)| \leq M$; this implies that $\hat{y}$ has a extension to a continuous function (still denoted $\hat{y}$) in $S$. Since $\hat{y}$ is a solution of the initial value problem,
the Fundamental Theorem of Calculus implies that $I(\hat{y}) = \hat{y}$.
Since $y$ is the unique fixed point of $I$, $\hat{y} = y$.

\[ \hat{y}'(t) = F(\hat{y}(t), t), \quad \hat{y}(t_0) = y_0 \]

\[ \begin{align*}
\hat{y}(t) &= y_0 + \int_{t_0}^{t} F(\hat{y}(s), s) \, ds \\
&= y_0 + \int_{t_0}^{t} \hat{y}'(s) \, ds \\
&= y_0 + (\hat{y}(t) - \hat{y}(t_0)) \\
&= \hat{y}(t)
\end{align*} \]
**Example:** Consider the initial value problem

\[ y'(t) = 1 + y^2(t), \; y(0) = 0 \]

Here, we have \( F(y, t) = 1 + y^2 \) which is Lipschitz in \( y \) over \( U = V \times \mathbb{R} \), provided that \( V \) is bounded, but not over all of \( \mathbb{R} \times \mathbb{R} \). The theorem tells us that the initial value problem has a unique solution over some interval of times \((a, b)\), with \( 0 \in (a, b) \).

We claim the unique solution is \( y(t) = \tan t \). To see this, note
\[ y(t) = \tan t \quad y(0) = 0 \]

that

\[
y'(t) = \frac{d}{dt} \tan t
\]

\[
= \frac{d}{dt} \sin t
\]

\[
= \frac{dt \cos t}{dt \cos t}
\]

\[
= \frac{\cos t \cos t - \sin t(-\sin t)}{\cos^2 t}
\]

\[
= \frac{\cos^2 t + \sin^2 t}{\cos^2 t}
\]

\[
= 1 + \tan^2 t
\]

\[
= 1 + (y(t))^2
\]

\[
y(0) = \tan 0
\]

\[
= 0
\]
\( y(t) = \tan t = \frac{\sin t}{\cos t} \)

Notice that \( y(t) \) is defined for \( t \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), but

\[
\lim_{t \to -\frac{\pi}{2}^+} y(t) = -\infty \quad \text{and} \quad \lim_{t \to \frac{\pi}{2}^-} y(t) = \infty
\]

Thus, the solution of the initial value problem cannot be extended beyond the interval \( (-\frac{\pi}{2}, \frac{\pi}{2}) \), because the solution “blows up” at \(-\pi/2\) and \(\pi/2\).
**Remark:** The initial value problem of Equation (1) has a solution defined on the interval

\[
\inf \{t : \forall s \in (t, t_0] \ (y(s), s) \in U\}, \sup \{t : \forall s \in [t_0, t) \ (y(s), s) \in U\}
\]

and it is unique on this interval provided that $F$ is locally Lipschitz on $U$, i.e. for every $(y, t) \in U$, there is an open set $V$ with $(y, t) \in V \subseteq U$ such that $F$ is Lipschitz on $V$. 
Autonomous Differential Equations

In many situations of interest, the function $F$ in the differential equation does not depend on $t$.

**Definition 2.** An autonomous differential equation is a differential equation of the form

$$y'(t) = F(y(t))$$

where $F : \mathbb{R}^n \to \mathbb{R}^n$ depends on $t$ only through the value of $y(t)$.

A stationary point of an autonomous differential equation is a point $y_s \in \mathbb{R}^n$ such that $F(y_s) = 0$. 
Autonomous Differential Equations

We study the qualitative properties of autonomous differential equations by looking for stationary points. The constant function

\[ y(t) = y_s \quad \text{and} \quad F(y_s) = 0 \]

is a solution (and the unique solution when \( F \) is Lipschitz) of the initial value problem

\[ y' = F(y), \quad y(t_0) = y_s \]

If \( F \) is \( C^2 \), then Taylor’s Theorem implies that near a stationary point \( y_s \),

\[ F(y_s + h) = F(y_s) + DF(y_s)h + O\left(|h|^2\right) \]

\[ = DF(y_s)h + O\left(|h|^2\right) \]
Thus, when we are sufficiently close to the stationary point, the solutions of the autonomous differential equation are closely approximated by the solutions of the \textit{linear} differential equation

\[ y' = (y - y_s)' = DF(y_s)(y - y_s) \]

Thus, we study solutions of linear differential equations, using linear algebra.

\textbf{Consider:}

\[ (y - y_s)' = M (y - y_s) \]

\textbf{\textit{M}} \textbf{\textit{n x n real matrix}}
Simplest case: \( n=1 \)

Then

\[
(y - y_s)' = d(y - y_s) \quad \text{de} \mathbb{R}
\]

Recall: general solution is

\[
y(t) - y_s = e^{d(t-t_0)} (y(t_0) - y_s)
\]

(or if de C)

General \( n \):

\[
(y - y_s)' = M(y - y_s) \quad M \text{ non real matrix}
\]

general solution

\[
y(t) - y_s = e^{M(t-t_0)} (y(t_0) - y_s)
\]

(to be shown tomorrow)
Exam:

- 9 am Wednesday August 18 - 9 am Thursday August 19 (Berkeley time)
- Exam posted in bCourses turn in through bCourses
- Open book, open notes
  - Other sources (books, notes, problem sets) allowed with appropriate references as needed
- No people other than me can be consulted - including other students, friends, people on the internet
- Exam like previous exams
- Similar to problem sets (adjusting for time)
- Show what you know
Schedule for next week:

Monday: office hours (Chris)
- 8:30 - 10 am (Berkeley)
  open on Zoom
- 4:30 - 6 pm (Berkeley)
  Zoom by appointment

Tuesday: review session (Dami + Bruno)
10 am - 1 pm (Berkeley)
  Zoom
Complex Exponentials

**Recall:**

The exponential function $e^x$ (for $x \in \mathbb{R}$ or $x \in \mathbb{C}$) is given by the Taylor series

$$e^x = \sum_{k=0}^{\infty} \frac{x^k}{k!}$$

For $x, y \in \mathbb{C}$, we have

$$e^{x+y} = e^x e^y$$
Euler’s formula:

If \( x \in \mathbb{C} \), \( x = a + ib \) for \( a, b \in \mathbb{R} \), so

\[
e^x = e^{a+ib} = e^a e^{ib} = e^a \left( \sum_{k=0}^{\infty} \frac{(ib)^k}{k!} \right) = e^a \left( \sum_{k=0}^{\infty} \frac{(ib)^{2k}}{(2k)!} + \sum_{k=0}^{\infty} \frac{(ib)^{2k+1}}{(2k + 1)!} \right) = e^a \left( \sum_{k=0}^{\infty} i^{2k} \frac{b^{2k}}{(2k)!} + i \sum_{k=0}^{\infty} i^{2k} \frac{b^{2k+1}}{(2k + 1)!} \right) = e^a \left( \sum_{k=0}^{\infty} (-1)^k \frac{b^{2k}}{(2k)!} + i \sum_{k=0}^{\infty} (-1)^k \frac{b^{2k+1}}{(2k + 1)!} \right)
\]

\[\Rightarrow \quad e^x = e^a (\cos b + i \sin b)\]

\[
e^{ib} = \cos b + i \sin b
\]

\[
e^{-ib} = \cos b - i \sin b
\]
$x = a + ib$

$\bar{x} = a - ib$

$|x| = (x\bar{x})^{\frac{1}{2}}$

$|a + ib| = (a^2 + b^2)^{\frac{1}{2}}$

Now suppose that $t \in \mathbb{R}$, so

$$e^{tx} = e^{ta + itb} = e^{ta} (\cos tb + i \sin tb)$$

$$\Rightarrow |e^{tx}| = |e^{ta}| |\cos tb + i \sin tb| = |e^{ta}|$$

• If $a < 0$, then $e^{tx} \to 0$ as $t \to \infty$

• If $a > 0$, then $|e^{tx}| \to \infty$ as $t \to \infty$

• If $a = 0$, then $|e^{tx}| = 1$ for all $t \in \mathbb{R}$
Linear Differential Equations with Constant Coefficients

Let $M \in \mathbb{R}^{n \times n}$. The linear differential equation

$$y' = (y - y_s)' = M(y - y_s)$$

has a complete solution in closed form.

The matrix representation

$$M = DF(y_s)$$

need not be symmetric, hence may not be diagonalizable. If $M$ is diagonalizable over $\mathbb{C}$, the complete solution takes the following simple form:

$(\Rightarrow)$ $n$ linearly independent eigenvectors

$(\Rightarrow)$ $n$ distinct eigenvalues (over $\mathbb{R}$ or $\mathbb{C}$)
Theorem 2. Consider the linear differential equation

\[ y' = (y - y_s)' = M(y - y_s) \]

where \( M \) is a real \( n \times n \) matrix. Suppose that \( M \) can be diagonalized over the complex field \( \mathbb{C} \). Let \( U \) be the standard basis of \( \mathbb{R}^n \) and \( V = \{v_1, \ldots, v_n\} \) be a basis of (complex) eigenvectors corresponding to the eigenvalues \( \lambda_1, \ldots, \lambda_n \in \mathbb{C} \). Then the solution of the initial value problem is given by

\[
y(t) = y_s + P^{-1} \begin{pmatrix}
e^{\lambda_1(t-t_0)} & 0 & \cdots & 0 \\
0 & e^{\lambda_2(t-t_0)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e^{\lambda_n(t-t_0)}
\end{pmatrix} P(y(t_0) - y_s) \tag{2}
\]

where \( P = Mtx_{V,U}(id) \), and the general complex solution is obtained by allowing \( y(t_0) \) to vary over \( \mathbb{C}^n \); it has \( n \) complex degrees.
of freedom. The general real solution is obtained by allowing $y(t_0)$ to vary over $\mathbb{R}^n$; it has $n$ real degrees of freedom. Every real solution is a linear combination of the real and imaginary parts of a complex solution. In particular,

1. If the real part of each eigenvalue is less than zero, all solutions converge to $y_s$.

2. If the real part of each eigenvalue is greater than zero, all solutions diverge from $y_s$ and tend to infinity.

3. If the real parts of some eigenvalues are less than zero and the real parts of other eigenvalues are greater than zero, solutions follow roughly hyperbolic paths.
4. If the real parts of all eigenvalues are zero, all solutions follow closed cycles around $y_s$. 
Proof. Let \( P = Mtx_{V,U}(id) \). Rewrite the differential equation in terms of a new variable

\[
z = Py
\]

the representation of the solution with respect to the basis \( V \) of eigenvectors. Let \( z_s = Py_s \). Then we have

\[
\begin{align*}
z - z_s &= P(y - y_s) \\
(z - z_s)' &= z' \\
&= Py' \\
&= PM(y - y_s) \\
&= PMP^{-1}(z - z_s) \\
&= B(z - z_s)
\end{align*}
\]
where

\[ B = \begin{pmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda_n
\end{pmatrix} \]

Thus, the \( i^{th} \) component of \((z(t) - z_s)\) satisfies the differential equation

\[ (z(t) - z_s)'_i = \lambda_i (z(t) - z_s)_i \]

so

\[ (z(t) - z_s)_i = e^{\lambda_i(t-t_0)}(z(t_0) - z_s)_i \]
so

\[
z(t) - z_s = \begin{pmatrix} e^{\lambda_1(t-t_0)} & 0 & 0 & \cdots & 0 \\ 0 & e^{\lambda_2(t-t_0)} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & e^{\lambda_n(t-t_0)} \end{pmatrix} (z(t_0) - z_s)
\]

\[
y(t) - y_s = P^{-1}(z(t) - z_s)
= P^{-1} \begin{pmatrix} e^{\lambda_1(t-t_0)} & 0 & 0 & \cdots & 0 \\ 0 & e^{\lambda_2(t-t_0)} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & e^{\lambda_n(t-t_0)} \end{pmatrix} (z(t_0) - z_s)
= P^{-1} \begin{pmatrix} e^{\lambda_1(t-t_0)} & 0 & 0 & \cdots & 0 \\ 0 & e^{\lambda_2(t-t_0)} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & e^{\lambda_n(t-t_0)} \end{pmatrix} P(y(t_0) - y_s)
\]
Example: Suppose

\[ \ddot{y} = \begin{pmatrix} 0 & 1 \\ 2 & 1 \end{pmatrix} \dot{y} \]

where

\[ \ddot{y} = \begin{pmatrix} y \\ y' \end{pmatrix} \]

The eigenvalues are the roots of the characteristic polynomial

\[ \lambda^2 - \lambda - 2 = 0 \]

So eigenvalues are \( \lambda_1 = 2 \) and \( \lambda_2 = -1 \)

\( n = 2 \) distinct eigenvalues \( \Rightarrow \) diagonalizable!

Eigenvectors: \( \mathbf{v}_1 = (1, 2) \), \( \mathbf{v}_2 = (1, -1) \)
The general solution is given by

\[
\begin{pmatrix}
y(t) \\
y'(t)
\end{pmatrix} = Mtx_{U,V}(id) \begin{pmatrix}
e^{2(t-t_0)} & 0 \\
0 & e^{-(t-t_0)}
\end{pmatrix} Mtx_{V,U}(id) \begin{pmatrix}
y(t_0) \\
y'(t_0)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
1 & 1 \\
2 & -1
\end{pmatrix} \begin{pmatrix}
e^{2(t-t_0)} & 0 \\
0 & e^{-(t-t_0)}
\end{pmatrix} \begin{pmatrix}
1/3 & 1/3 \\
2/3 & -1/3
\end{pmatrix} \begin{pmatrix}
y(t_0) \\
y'(t_0)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
e^{2(t-t_0)} + 2e^{-(t-t_0)} & e^{2(t-t_0)} - e^{-(t-t_0)} \\
2e^{2(t-t_0)} - 2e^{-(t-t_0)} & 2e^{2(t-t_0)} + e^{-(t-t_0)}
\end{pmatrix} \begin{pmatrix}
y(t_0) \\
y'(t_0)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
y(t_0) + y'(t_0)e^{2(t-t_0)} + 2y(t_0) - y'(t_0)e^{-(t-t_0)} \\
2y(t_0) + 2y'(t_0)e^{2(t-t_0)} - 2y(t_0) - y'(t_0)e^{-(t-t_0)}
\end{pmatrix}
\]

The general solution has two real degrees of freedom; a specific solution is determined by specifying initial conditions \(y(t_0)\) and \(y'(t_0)\).
The Form of Real Solutions

We can determine the form of the real solutions once we know the eigenvalues. In an important special case, we can solve for the solution of the initial value problem without calculating the diagonalization, as in Equation (2).

**Theorem 3.** Consider the differential equation

\[ y' = (y - y_s)' = M(y - y_s) \]

Suppose that the matrix \( M \) can be diagonalized over \( \mathbb{C} \). Let the eigenvalues of \( M \) with the correct multiplicity be

\[ a_1 + ib_1, a_1 - ib_1, \ldots, a_m + ib_m, a_m - ib_m, a_{m+1}, \ldots, a_{n-m} \]
Then for each fixed \( i = 1, \ldots, n \), every real solution is of the form

\[
(y(t) - y_s)_i = \sum_{j=1}^{m} e^{a_j(t-t_0)} \left( C_{ij} \cos b_j(t-t_0) + D_{ij} \sin b_j(t-t_0) \right) + \sum_{j=m+1}^{n-m} C_{ij} e^{a_j(t-t_0)}
\]

The \( n^2 \) parameters

\[
\{C_{ij} : i = 1, \ldots, n; \; j = 1, \ldots, n-m\} \cup \{D_{ij} : i = 1, \ldots, n; \; j = 1, \ldots, m\}
\]

have \( n \) real degrees of freedom. The parameters are uniquely determined from the \( n \) real initial conditions of an initial value problem.
Proof. Rewrite the expression for the solution $y$ as

$$(y(t) - y_s)_i = \sum_{j=1}^{n} \gamma_{ij} e^{\lambda_j (t-t_0)}$$

Recall that the non-real eigenvalues occur in conjugate pairs, so suppose that

$$\lambda_j = a + ib, \lambda_k = a - ib \Rightarrow \chi_{ij} = \overline{\chi_{ik}}$$

so the expression for $$(y(t) - y_s)_i$$ contains the pair of terms

$$\gamma_{ij} e^{\lambda_j (t-t_0)} + \gamma_{ik} e^{\lambda_k (t-t_0)} =$$

$$= \gamma_{ij} e^{a(t-t_0)} (\cos b(t-t_0) + i \sin b(t-t_0)) + \gamma_{ik} e^{a(t-t_0)} (\cos b(t-t_0) - i \sin b(t-t_0))$$

$$= e^{a(t-t_0)} \left( (\gamma_{ij} + \gamma_{ik}) \cos b(t-t_0) + i (\gamma_{ij} - \gamma_{ik}) \sin b(t-t_0) \right)$$

$$= e^{a(t-t_0)} \left( C_{ij} \cos b(t-t_0) + D_{ij} \sin b(t-t_0) \right)$$
Since this must be real for all \( t \), we must have

\[
C_{ij} = \gamma_{ij} + \gamma_{ik} \in \mathbb{R} \quad \text{and} \quad D_{ij} = i \left( \gamma_{ij} - \gamma_{ik} \right) \in \mathbb{R}
\]

so \( \gamma_{ij} \) and \( \gamma_{ik} \) are complex conjugates; this can also be shown directly from the matrix formula for \( y \) in terms of \( z \).

Thus, if the eigenvalues \( \lambda_1, \ldots, \lambda_n \) are

\[
a_1 + ib_1, a_1 - ib_1, a_2 + ib_2, a_2 - ib_2, \ldots, a_m + ib_m, a_m - ib_m, a_{m+1}, \ldots, a_{n-m}
\]

every real solution will be of the form

\[
(y(t) - y_s)_i = \sum_{j=1}^{m} e^{a_j(t-t_0)} \left( C_{ij} \cos b_j(t - t_0) + D_{ij} \sin b_j(t - t_0) \right)
\]

\[
+ \sum_{j=m+1}^{n-m} C_{ij} e^{a_j(t-t_0)}
\]
Since the differential equation satisfies a Lipschitz condition, the initial value problem has a unique solution determined by the $n$ real initial conditions. Thus, the general solution has exactly $n$ real degrees of freedom in the $n^2$ coefficients.
**Remark:** A simpler approach to finding the general solution in the special case

\[
\bar{y} = \begin{pmatrix}
y \\
y' \\
\vdots \\
y^{(n-1)}
\end{pmatrix}
\]

In this case, the coefficients

\[C_1, \ldots, C_1(n-m), D_1, \ldots, D_1m\]

in the general solution are arbitrary real numbers; once they are set, the other coefficients are determined.
Write
\[ y(t) - y_s = \sum_{j=1}^{m} e^{a_j(t-t_0)} \left( C_j \cos b_j(t - t_0) + D_j \sin b_j(t - t_0) \right) + \sum_{j=m+1}^{n-m} C_j e^{a_j(t-t_0)} \]

For the initial value problem, compute the first \( n - 1 \) derivatives of \( y \) at \( t_0 \) and set them equal to the initial conditions. This yields \( n \) linear equations in the \( n \) coefficients, which have a unique solution.
Example: Suppose

\[ \bar{y}' = \begin{pmatrix} 0 & 1 \\ 2 & 1 \end{pmatrix} \bar{y} \]

where

\[ \bar{y} = \begin{pmatrix} y \\ y' \end{pmatrix} \]

The eigenvalues are the roots of the characteristic polynomial

\[ \lambda^2 - \lambda - 2 = 0 \]

So eigenvalues are \( \lambda_1 = 2 \) and \( \lambda_2 = -1 \)
Set

\[ y(t) = C_1 e^{2(t-t_0)} + C_2 e^{-(t-t_0)} \]

Then

\[ y'(t) = 2C_1 e^{2(t-t_0)} - C_2 e^{-(t-t_0)} \]

\[ y(t_0) = C_1 + C_2 \]

\[ y'(t) = 2C_1 e^{2(t-t_0)} - C_2 e^{-(t-t_0)} \]

\[ y'(t_0) = 2C_1 - C_2 \]

\[ C_1 = \frac{y(t_0) + y'(t_0)}{3} \]

\[ C_2 = \frac{2y(t_0) - y'(t_0)}{3} \]

\[ y(t) = \frac{y(t_0) + y'(t_0)}{3} e^{2(t-t_0)} + \frac{2y(t_0) - y'(t_0)}{3} e^{-(t-t_0)} \]
\[ f(x, a) = 0 \]
\[ f(x, a) - \nu = 0 \]
\[ f(x, a) = \nu \]
\[ f(x(a), a) = \nu \quad \forall a \in W \]
$C = C([a, b])$

$I : C \to \mathbb{R}$

$I(f) = \int_a^b f(t) \, dt$

$\exists \, k > 0 \, \text{s.t.} \quad |I(f) - I(g)| \leq k \|f - g\|$

$|I(f) - I(g)| = \left| \int_a^b f(t) \, dt - \int_a^b g(t) \, dt \right|$

$= \left| \int_a^b (f(t) - g(t)) \, dt \right|$
\[ |E(f) - E(g)| = \left| \int_a^b (f(t) - g(t)) \, dt \right| \leq \int_a^b |f(t) - g(t)| \, dt \leq \int_a^b ||f - g|| \, dt \]

\[ r(t) \leq s(t) \quad \forall t, \quad s(t) \geq 0 \quad \forall t \]

\[ \Rightarrow \left| \int_a^b r(t) \, dt \right| \leq \int_a^b s(t) \, dt \]

\[ = (b-a) ||f - g|| \]
\( \{ T_n \} \) Cauchy seq.

\( T_n \to T \quad T : E \to \mathbb{R} \)

\( \forall x \in E : \exists T_n(x) \)

\[ \lim_{n \to \infty} \lim_{x \to x_0} (T_n(x) - T_n(x_0)) \]

\[ |T_n(x) - T_n(x_0)| \leq ||T_n|| ||x - x_0|| + \varepsilon \]
Given \( x \in \mathbb{R} \).

\[ y \in \mathbb{R} \iff \exists (x,y) \text{ s.t.} \]

\[ f(y) = f(x) + f'(x)(y-x) + \frac{1}{2}f''(z)(y-x)^2 \]

\[ \leq f(x) + f'(x)(y-x) + \frac{1}{2}2N(y-x)^2 \]

\[ \Rightarrow 0 \leq f(x) - f(y) + f'(x)(y-x) + \frac{1}{2}2N(y-x)^2 \]

\[ \leq 2M + f'(x)(y-x) + \frac{1}{2}2N(y-x)^2 \]

\[ \Rightarrow 0 \leq 2M + f'(x)h + \frac{1}{2}2Nh^2 \quad \text{for } h \in \mathbb{R} \]