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Of the series always returns to the "trend line." Furthermore, that 
trend line is linear: theremore no "waves" of low-frequency movement. 
These characteristics drive the finding of a small random walk com- 
ponent. (Note that low-frequency movement generated by a non- 
linear trend, a shift, etc. would show up as a large random walk 
component in this and most other estimation techniques based on 
linear time-series models.) 

Prewar GNP data are more variable than postwar data, and one 
might suspect that this characteristic drives the result. However, 
figure 3 and table 1 present 1/Ik times the variance of k-differences for 
postwar GNP, and the same pattern is evident. Both the variance of 
first differences and the variance of the random walk component are 
lower, but their proportions do not change much.2 

2 The pattern of fig. 2 is sensitive to the precise specification of the variables. First, 
the variance of quarterly differences of seasonally adjusted GNP is less than one-fourth 
the variance of yearly differences, so the variance ratio is higher if one uses quarterly 
rather than annual differences in the denominator. This observation explains most of 
the difference between fig. 2 and the results reported by Campbell and Mankiw (1988), 
who use a similar technique on quarterly data. Second, taking the variance of overlap- 
ping k-year differences of quarterly data vs. the variance of k-year differences of annual 
averages, including or excluding population growth, taking logs or not, and even 
changing the sample by a few years can all change the variance ratio by about one 
standard error. 


