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TABLE III 

MEAN AND VARIANCE OF a 

(a) Crash Simulations, 1 = 0, fi = 1 

2 = 0 2 =-2 P2 = - 5 F2 10 L2 =-25 

Mean -0.019 0.172 0.558 0.795 0.899 
Variance 0.00986 0.01090 0.00471 0.00089 0.00009 

(b) Breaking Trend Simulations, /It = 1, it= 0 

2 = 1-.0 2 = 0.9 2 = 0.7 2 = 0-4 2 = 0.0 

Mean -0.019 0.334 0.825 0.949 0.981 
Variance 0.00986 0.00938 0.00094 0.00009 0.00001 

See notes to Figure 4 for case (a) and Figure 5 for case (b). 

What emerges from this experiment is that if the magnitude of the shift is 
significant, one could hardly reject the unit root hypothesis even if the series is 
that of a trend (albeit with a break) with i.i.d. disturbances. In particular, one 
would conclude that the shocks have permanent effects. Here, the shocks clearly 
have no permanent effects, only the one-time shift in the trend function is 
permanent. 

To analyze the effect of an increase in the sample size on the distribution of a 

with a shift of a given magnitude, we derive the asymptotic limit of a. To this 
end, we again consider processes generated by Models (A), (B), or (C) under the 
alternative hypotheses, but we enlarge the framework by allowing general condi- 
tions on the error structure {et }. Many such sets of conditions are possible and 
would allow us to carry out the asymptotic theory. For simplicity, we use the 
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Note: a is the estimated autoregressive parameter in regression (4). The data-generating mecha- 
nism is given by equation (3) with ,u = 0, f1 = 1.0, { et } i.i.d. N(O, 1), T = 100, TB = 50. 

FIGURE 5.-C.D.F. of & under the "Breaking Trend" Model. 


