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Abstract

Chetty, Friedman, and Rocko! (2014a, 2014b) study value-added

(VA) measures of teacher e! ectiveness. CFR (2014a) exploits teacher

switching as a quasi-experiment, concluding that student sorting cre-

ates negligible bias in VA scores. CFR (2014b) Þnds VA scores are

useful proxies for teachersÕ e! ects on studentsÕ long-run outcomes. I

successfully reproduce each in North Carolina data. But I Þnd that

the quasi-experiment is invalid, as teacher switching is correlated with

changes in student preparedness. Adjusting for this, I Þnd moderate

bias in VA scores, perhaps 10-35% as large, in variance terms, as teach-

ersÕ causal e! ects. Long-run results are sensitive to controls and cannot

support strong conclusions.

! Goldman School of Public Policy and Department of Economics, University of Cali-
fornia, Berkeley. E-mail: rothstein@berkeley.edu. I am grateful to Julien Lafortune for
excellent research assistance and the North Carolina Education Research Data Center for
access to data. I thank three referees and conference and seminar participants at Berkeley,
Northwestern, RAND, Santa Cruz, the University of Texas, the University of Wisconsin In-
stitute for Research on Poverty, NBER, and SOLE for comments. I also thank David Card,
Hilary Hoynes, Brian Jacob, Pat Kline, Diane Schanzenbach, Doug Staiger, Chris Walters,
and especially Raj Chetty, John Friedman, and Jonah Rocko! for helpful conversations.

1



This paper revisits the analysis and conclusions of a pair of recent pa-

pers in the American Economic Reviewthat use data from New York City

school records and tax Þlings to examine central questions about value-added

(hereafter, VA) models of teacher e! ectiveness.1

The Þrst paper (Chetty et al., 2014a; hereafter, CFR-I) attempts to mea-

sure bias in VA scores, interpreted as estimates of teachersÕ casual e! ects.

TeachersÕ VA scores may be biased if the observed student characteristics in-

cluded as controls Ð most notably prior scores Ð fail to fully absorb the unmea-

sured determinants of student-teacher matches, which often depend on parent

requests or teacher specializations (Rothstein, 2010). CFR-I exploits teacher

switches Ð events where one teacher exits or enters a school or grade Ð as

plausibly exogenous changes in the quality of teachers to which students are

exposed, and concludes that any biases are minimal.

The second paper (Chetty et al., 2014b; hereafter CFR-II) investigates

whether a teacherÕs VA score is a useful proxy for her e! ect on longer-run out-

comes, including high school graduation, college enrollment, and adult earn-

ings. CFR-II concludes that high-VA teachers have dramatically better e! ects

on all of these outcomes, suggesting that replacing a low VA teacher with

an otherwise similar teacher with a higher VA score would bring substantial

beneÞts for studentsÕ long-run success.

I revisit these questions in data from North Carolina.2 Using CFRÕs meth-

ods and drawing on their programs (CFR 2014f), I successfully reproduce all

of the key results of each paper. Further investigation, however, indicates

that neither North Carolina nor New York data support CFRÕs substantive

conclusions regarding VA bias or teachersÕ long-run e! ects.

I focus on CFR-I, as CFR-II relies on its conclusion that VA scores are

unbiased. Figure 1, Panel A reproduces CFR-IÕs Figure 4A, which illustrates

CFR-IÕs key result. It is a Òbinned scatterplotÓ of the cohort-over-cohort change

in mean student test scores at the school-grade-subject level (on the vertical

1The district is unnamed in the papers. One of the authors, Raj Chetty, conÞrmed the
districtÕs identity in his expert testimony in the Vergara v. California trial.

2Other responses to CFR-I and CFR-II include Ballou (2012) and Adler (2013).
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axis) against the change in mean predicted VA of the teachers in the school-
grade-subject cell (on the horizontal axis), after residualizing each against
school-year indicators. CFR-I estimate “forecast bias” (which I define more
carefully below) as one minus the slope of this relationship. In the New York
data, the estimated slope is 0.957 and the standard error is 0.034. Forecast
unbiasedness cannot be rejected. Panel B shows the same figure as estimated
from the North Carolina sample. The picture is quite similar, with a slope of
1.030 (S.E. 0.021). Given the substantial di! erences between New York City
and North Carolina, the close correspondence is remarkable. Other results are
also successfully reproduced.

When I investigate further, however, I find that teacher switching does not
create a valid quasi-experiment. The treatment – the change in the average VA
of the teaching sta! in a school-grade cell from one year to the next – is not
as good as randomly assigned but rather is correlated with pre-determined
student characteristics that are predictive of outcomes. Figure 2 illustrates
this. It is identical to Figure 1B, except that the vertical axis now plots the
change in students’ mean scores in the year prior to encountering the teachers
whose VA scores are used to construct the horizontal axis. If the change in
teacher VA were randomly assigned, the slope here should be zero. But in fact
the slope is 0.144, with a standard error of 0.021.3

While the slope in Figure 2 is much smaller than in Figure 1B, it is sig-
nificantly and substantively greater than zero. CFR (2015a) have confirmed
this result in the New York data, as have Bacher-Hicks et al. (2014) in Los
Angeles. Moreover, the result is not specific to test scores – I also reject a
zero slope when I use on the vertical axis predictions of students’ end-of-year
scores based only on non-test, demographic characteristics of students such as
free lunch status, race, and ethnicity (see Table 2, below).4

The association between VA changes and changes in student preparedness
across cohorts may bias quasi-experimental estimates like those in Figure 1

3If the apparently influential first and last points are excluded, the slope is 0.116 (0.035).
4This result disproves CFR’s (2015a) and Bacher-Hicks et al.’s (2014) speculation that

the placebo test violation in Figure 2 is due to “mechanical” factors related to the use of
test scores in constructing VA scores. See Section 3.2 and Appendix B.
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relative to the causal e! ect of improving teacher VA, understating forecast

bias. When I modify the quasi-experimental analysis to control for changes in

student preparedness, the key coe" cient declines notably and becomes statis-

tically distinguishable from one. Figure 3 replaces the end-of-year scores used

to measure student outcomes in Figure 1 with the change in studentsÕ scores

from the end of the prior grade. These gain scores di! erence away factors that

are beyond the current-year teacherÕs control, so better capture learning Ð and

the teacherÕs contribution Ð than do unadjusted end-of-year scores. The slope

in Figure 3 is 0.889 (0.015), signiÞcantly and substantively less than one. This

is quite robust Ð across a variety of speciÞcations that control for observed

changes in student preparedness in various ways, the key coe" cient is never

higher than 0.93, and the conÞdence interval always excludes 1.

Further exploration shows that the association shown in Figure 2 is not

primarily due to true endogeneity of teacher switching (as would occur, for ex-

ample, if schools in gentrifying neighborhoods attract higher-VA recruits than

those in declining neighborhoods), but rather is mostly an artifact of CFR-

IÕs sample construction, which excludes a non-random subset of classrooms.

When I reconstruct the analysis using all classrooms, following one of CFR-IÕs

robustness checks, the placebo test coe" cients are smaller and less robust, and

the estimated slope of end-of-year scores with respect to changes in VA is both

lower (0.904 in the Figure 1 speciÞcation) and less sensitive to the inclusion of

controls for student preparedness.5

RothsteinÕs (2009) simulations suggested that plausible hypotheses about

the amount of endogeneity in teacher VA scores imply that the prediction

coe" cient estimated by CFR-I should be between 0.6 and 1. My preferred

estimates are around 0.85, very much in the middle of that range. Thus,

rather than ruling out forecast bias in teachersÕ VA scores, the CFR-I quasi-

experiment demonstrates that forecast bias is non-zero Ð not as large as might

5The inclusion of all classrooms requires imputing expected VA scores to teachers who
lack them. My imputations follow those used by CFR-I and CFR-II. Both excluding class-
rooms and including them with imputed VA scores require untestable assumptions, discussed
below. Appendix B explores robustness to alternative imputations, resting on di! erent as-
sumptions.
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have been feared, but nevertheless potentially important.

The relationship between forecast bias and the magnitude of the actual

biases in teachersÕ VA scores (which CFR-I call Òteacher-level biasÓ) depends

on an auxiliary parameter Ð the correlation between teachersÕ causal e! ects

and the bias in their scores Ð that is not identiÞed by the quasi-experiment.

If this correlation is assumed to be zero, as in nearly all past work, my results

imply that the bias component of VA scores is 10-20% as large, in variance

terms, as the component reßecting teachersÕ causal e! ects. The assumption

of zero correlation is unfounded, however. If it is loosened, teacher-level bias

could be as small as 4% or as large as 100% of the variance of teachersÕ true

e! ects. Horvath (2015) estimates the correlation to be -0.3; if so, my estimates

imply that the variance of the bias is nearly 35% of the variance of teachersÕ

causal e! ects.

Bias of this magnitude would lead to substantial misclassiÞcation of teach-

ers with unusual assignments (e.g., those thought to be particularly e! ec-

tive with advanced or delayed students), and thus has important implications

for their use in teacher evaluations.6 Teachers may be unfairly rewarded or

punished based on the students they are assigned, and all teachers will face

perverse incentives to ÒgameÓ their evaluations by altering these assignments,

potentially reducing allocative e" ciency. Moreover, the incentives that re-

wards and sanctions are meant to create will be attenuated, as many will be

allocated or withheld based on factors other than e! ective teaching.

Another implication of bias in VA scores is that inferences about the long-

run e! ects of high VA teachers, as in CFR-II, are potentially confounded by the

bias component, which is likely to be correlated with unobserved determinants

of studentsÕ long-run outcomes. I turn to this in Section 4.

CFR-II present both cross-sectional and quasi-experimental estimates of

the association between teachersÕ VA scores and their impacts on long-run

earnings. I show that the cross-sectional estimates, which do not control even

for observed di! erences in teachersÕ students, rely on quite restrictive assump-

6In Section 5, I estimate the induced misclassiÞcation rate at around 25% in a best-case
scenario.
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tions. Estimates that include controls, while still requiring strong (though in

my view more plausible) exclusion restrictions, are more robust and, empiri-

cally, indicate much smaller (by 33-80%, depending on the outcome) long-run

e! ects. Moreover, as in the short-run analyses of CFR-I, I Þnd that CFR-IIÕs

quasi-experimental analyses are quite sensitive to the inclusion of controls for

endogeneity of teacher switching. Indeed, none of the estimates with controls

are signiÞcantly di! erent from zero.

This comment follows an extended exchange with CFR and others (see,

e.g., Rothstein, 2014; CFR 2014d; 2014e; 2015a; and Bacher-Hicks et al.,

2014). The empirical results are remarkably robust across quite disparate

settings. However, while productive, the exchange has not led to consensus

on the interpretation of the results. I interpret them to indicate that the

teacher-switching research design does not provide the credibility of a success-

ful quasi-experiment. What evidence there is indicates that (a) VA scores are

meaningfully, but not overwhelmingly, biased by student sorting, with Òfore-

cast biasÓ around 15% and (under reasonable assumptions) actual bias 10-35%

as large, in variance terms, as teachersÕ causal e! ects, and (b) teachersÕ VA

scores are less informative than is implied by CFR-IIÕs results, and perhaps

completely uninformative, about the teachersÕ long-run impacts.

1 Teacher VA, bias, and the teacher switching

quasi-experiment

This section develops notation and describes CFR-IÕs teacher switching quasi-

experimental research design and my test of it. I follow CFR-IÕs notation where

possible; readers are referred to their paper for a more complete description.

1.1 Teacher value-added

Anecdotally, classroom assignments depend on the schoolÕs assessment of the

studentÕs ability and personality, on parental preferences (and on parentsÕ

e! ectiveness at getting their preferences met), on teachersÕ specializations, and
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on factors that are idiosyncratic from the schoolÕs perspective (e.g., the date

that the student enrolls). All of these may correlate with studentsÕ potential

and preparedness.

The above factors are not measured, so cannot be controlled directly. VA

models attempt to limit the resulting bias in estimates of teachersÕ causal

e! ects on their studentsÕ end-of-year test scores by controlling for those char-

acteristics which are observed. The most important of these factors is the

studentÕs prior test score, but some models (including CFR-IÕs) also control

for earlier scores, free lunch status, disability, English proÞciency, mobility,

race, and gender. CFR-I, unusual among VA models, also include classroom-

and/or school-level means of the individual controls.7

CFR-IÕs VA model has several steps. LetA!
it be the test score of student

i at the end of yeart with teacher j (i, t ), and let X it be a vector of observed

covariates. First, A!
it is regressed onX it with teacher Þxed e! ects:

A!
it = ! j (i,t ) + X it " + #it . (1)

Second, theX it " term is subtracted fromA!
it to form a residual score:8

Ait ! A!
it " X it

ö" = ö! j (i,t ) + ö#it . (2)

Third, this residual score is averaged to the teacher-year level to obtainøAjt .

This is CFRÕs basic estimate of the e! ect of teacherj on her year-t students,

denoted µjt . Finally, the teacherÕs sequence of mean residuals across other

yearst" #= t is used to form a leave-one-out forecast of the teacherÕs residual in

year t, öµjt ! E
!

øAjt |
"

øAjt !

#

t ! #= t

$

. CFR-IÕs speciÞc calculation of this forecast

is complex and designed to accommodate the possibility thatµjt may evolve

(ÒdriftÓ) over time. For my purposes, it su" ces to note that öµjt is a shrinkage

7The models used for actual evaluations generally use fewer controls (see, e.g., SAS Insti-
tute, 2015; American Institutes for Research, 2015; Value-Added Research Center, undated).

8The teacher Þxed e! ects in (1) make little di ! erence: In the North Carolina sample, the
correlation betweenAit , as deÞned in (1) and (2), and the residual from an OLS regression
of A!

it on X it without Þxed e! ects is over 0.99 at the student level and 0.98 at the classroom
level.
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estimator, which can be seen as an Empirical Bayes (EB) prediction of the

teacherÕs causal e! ect µjt under the assumption that øAjt is a noisy but un-

biased estimate ofµjt .9 Importantly, öµjt is an unbiased prediction oføAjt by

construction, whether the latter is an unbiased estimate ofµjt or not.

CFR-I refer to the EB prediction öµjt as teacherj Õs value-added. For clar-

ity, I reserve that term for the true causal e! ect µjt , and I refer to öµjt as

the predicted or forecast value-added. Hereafter, I will assume for simplic-

ity of exposition that µjt ! µj Ð that teachersÕ causal e! ects do not Òdrift.Ó

Empirically, however, I follow CFR-IÕs methods, which do not impose this.

1.2 Bias in VA estimates and predictions

The goal of VA models is not to forecast teacher residuals, but to measure a

teacherÕs causal e! ect on her students. A central question in the VA litera-

ture is whether the available controls are su" cient to permit this, or whether

some teachers are systematically assigned students who are unobservably ad-

vantaged or disadvantaged, conditional on the VA model controls (Rothstein,

2010, 2009; Guarino et al., 2012). In the above notation,øAjt may overstate

µj for teachers whose students are systematically but unobservably stronger

than expected given theirX s, and understate it for those with unobservably

weaker students. If the same teachers tend to be assigned the same types of

students each year, thenöµjt will also be biased as a predictor ofµj .

Consider separating the mean residualøAjt into four components:

øAjt = µj + bj + vjt + ejt . (3)

The Þrst term, µj , represents the teacherÕs causal e! ect. The second and third

terms derive from non-random student assignments that create systematic dif-

ferences in! it across classrooms:bj is the component that is permanent within

teachers, whilevjt varies across years. The former might capture teacher spe-

9I deÞne bias more carefully below. For the moment, the necessary assumption foröµjt

to be an unbiased prediction of the causal e! ect µjt is that øAjt " µjt is mean independent
across years within teachers Ð that any non-randomness in student assignments in any year
is not persistent across years.
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cializations Ð a teacher who is thought to be particularly e! ective with, say,

hyperactive students might be assigned the same students year after year Ð

and the latter might arise if classroom groupings are non-random but class-

rooms are distributed randomly across teachers. I assume thatvjt is serially

uncorrelated.10 The Þnal term, ejt , is a noise term that is also independent

across years. It includes pure sampling error and idiosyncratic classroom-level

shocks such as the proverbial dog barking on test day.

The shrinkage procedure in the Þnal step of CFR-IÕs model is designed to

isolate the component oføAjt that is stable across years. In e! ect, this treats

the idiosyncratic bias term vjt as noise, comparable toejt . But the method

does not isolateµj from bj , which CFR-I refer to as Òteacher-level bias.Ó Thus,

a central goal in the VA literature is to measureV (bj ), and in particular to

test whether V (bj ) = 0 .

CFR-I deÞne Òforecast biasÓ asB ! 1 " ! , where:

! !
cov(µj , öµjt )

V (öµjt )
=

V (µj ) + cov(µj , bj )
V (µj ) + V (bj ) + 2 cov(µj , bj )

.

The second equality here follows fromöµjt Õs construction as an Empirical Bayes

prediction of µj + bj . Zero forecast bias (! = 1, B = 0) is necessary but not

su" cient for öµjt to be teacher-level unbiased (i.e., forV (bj ) = 0 ). In particular,

if cov(µj , bj ) < 0 then ! can equal or exceed one even whenV (bj ) > 0.

The available evidence suggests this is empirically relevant: Horvath (2015)

estimatescorr (µj , bj ) = " 0.3 for North Carolina teachers, while Angrist et al.

(2015b) estimate a correlation of" 0.23 (with a large standard error) between

schoolsÕ causal e! ects and the bias in school-level VA scores in Boston.

Rothstein (2009; see also Guarino et al., 2012) attempts to quantify the

magnitude of biases in common VA models, using the distribution of observ-

ables across classrooms and assessments of the likely role for unobservables.

Assuming that corr (µj , bj ) = 0 , he concludes that the plausible range for!

10This is restrictive Ð it does not allow, for example, for an autoregressive component of
student assignments. I adopt the decomposition for simplicity of exposition. In practice,
any non-zero covariance betweenbj + vjt and bj + vj,t +1 would create bias in VA-based
evaluations, which are typically based on just two or three years of data.
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is roughly 0.6 to 1, corresponding toV (bj )/ V (µj ) between zero and2
3. If the

correlation is instead -0.3, the upper bound of the variance ratio is about 0.75.

1.3 The teacher-switching quasi-experiment

CFR-I build on an experiment conducted by Kane and Staiger (2008) in which

students were randomly assigned. Letöµjt be a shrunken / Empirical Bayes

prediction based on observational data from years other thant. Random as-

signment in t ensures that any determinants of the teacherÕs studentsÕ mean

outcomes in that year, other than the teacherÕs own causal e! ect µj , are or-

thogonal to both bj and öµjt . Thus, a regression of these mean experimental

outcomes on the observational predictionöµjt identiÞes! .

Unfortunately, it has proven di" cult to randomize students to classrooms

at a large scale, so experimental estimates of! have standard errors around

0.2 or higher (Kane and Staiger, 2008, Kane et al. 2013; see also Rothstein

and Mathis 2013) and have not substantially narrowed the plausible range.11

CFR-I generalize the experimental test to a non-experimental setting, ex-

ploiting episodes where a teacher enters or leaves a school or switches grades

within the school. The replacement of one teacher with another should lead to

an increase in student achievement equal to the di! erence between the teach-

ersÕ causal e! ects. If the teachersÕ VA scores are unbiased estimates of their

respective causal e! ects, then the di! erence in Empirical Bayes predictions

should forecast this di! erence without bias and scores should, on average, rise

by as much as predicted. By contrast, bias in the VA scores would mean that

the di! erence in causal e! ects will tend to be smaller (closer to zero) than the

prediction by a factor B .

Without random assignment within schools, new and old teachers may be

assigned di! erently selected students, reproducing the non-experimental bias

in mean outcomes. To abstract from this, CFR-I aggregate to the school (s)

- grade (g) - subject (m) - year (t) level and consider changes in theaverage

11In a very similar analysis of school-level VA scores, Angrist et al. (2015b) estimate
ö! = 0 .86 (S.E 0.08). They go on to develop a more powerful test of the sharper null
hypothesis that V (bs) = 0 and reject this. See also Deutsch (2013).
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predicted VA of the teaching sta! .12 Their primary analyses regress the year-

over-year change in mean student scores,! A!
sgmt ! øA!

sgmt " øA!
sgm,t " 1, on

the di! erence in mean predicted VA of the teachers to which the students

were exposed (which they denote! Qsgmt ), with year or school-by-year Þxed

e! ects.13 Their primary conclusions are based on this regression.

For aggregation to the school-grade-subject-year level to eliminate student

sorting biases, it is essential that all students in the cell be included. As I

discuss below, in practice CFR-I exclude a non-random subset of classrooms

from their aggregates. This biases the quasi-experimental coe" cient toward

the observational regression oføAjt on öµjt , which necessarily Ð by virtue of

the Empirical Bayes shrinkage used to constructöµjt Ð has a coe" cient of one

regardless of the presence or absence of forecast or teacher-level bias.

1.4 Assessing the quasi-experiment

The regression of! A!
sgmt on ! Qsgmt identiÞes! under CFR-IÕs Assumption 3

(hereafter, ÒA3Ó):

ASSUMPTION 3 (Teacher Switching as a Quasi-Experiment): Changes

in teacher VA across cohorts within a school grade are orthogonal

to changes in other determinants of student scores.14

This assumption would be violated if, for example, schools that are gentrifying

12For their quasi-experimental analyses, CFR-I use Òleave-two-outÓ predictions of the year-
t and t " 1 residuals, which they denoteöµ! { t ! 1,t }

jt and öµ! { t ! 1,t }
jt ! 1 , that are based on data

from other years. I also use leave-two-out predictions, but retain theöµjt notation.
13CFR-IÕs discussion (p. 2617) suggests that the appropriate dependent variable is the

change in meanresidual scores, as deÞned in (2). If! Qsgmt were randomly assigned, either
raw or residual scores should yield unbiased estimates of! . CFR-IÕs empirical analysis
uses mean raw scores on the grounds that Òchanges in control variables across cohorts are
uncorrelated with ! Qsgmt ,Ó (p. 2618). I show below that this is not the case.

14An additional assumption, unstated by CFR-I, is required to support the aggregation
of Empirical Bayes predictions: Both µj and bj must be independent across teachers within
school-grade-subject-year cells and between outgoing and incoming teachers. The evidence
suggests this assumption is counterfactual, though perhaps not by enough to matter. CFR
(2015a) report that the correlation of teachersÕ (shrunken) VA within schools is approxi-
mately 0.2 in New York; in North Carolina, it is around 0.15. See additional discussion
below and in the Appendix.
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Ð with later cohorts more advantaged than earlier cohorts Ð are able to attract

teachers that have higher (measured) VA than those who they are replacing.

A3 is not directly testable. But it is unlikely to hold if the change in

student characteristics at the school-grade-subject-year level is correlated with

! Qsgmt . Tests like this are a standard approach to probing the validity of a

quasi-experiment, and are analogous to tests commonly conducted to assess

successful randomization in true experiments. The most useful characteristics

for such a test are those that are predictive of outcomes but are not caused

by grade-g teachers. Rothstein (2010) uses this method to assess teacher-level

VA estimates, Þnding that studentsÕ teacher assignments are correlated with

the studentsÕ test scores in earlier grades.

CFR-I present a test of this form, using characteristics (household income,

homeownership) that are not included in the VA speciÞcation. They interpret

their null result (CFR-I, Table 4, column 4, reproduced below as column 3

of Table 1) as evidence in support of the assumption. But there is no reason

not to also examine variables thatare included in the VA modelÕsX it vector.

Indeed, these characteristics are the most important to examine, as they are

chosen speciÞcally to be strong predictors of studentsÕ end-of-year scores so

orthogonality failures have great potential to create bias in estimation of! .

Below, I Þnd that X it does change across years in ways that are correlated

with ! Qsgmt . I begin with prior-year scores Ð VA models use these to capture

many otherwise hard to measure determinants of teacher assignments and

of end-of-year scores Ð but I also obtain similar results with the full score

prediction X it
ö" (see equation 1) and with a more restricted prediction based

only on non-test elements ofX it (e.g., free lunch status, race, exceptionality)

that are not plausibly inßuenced by past teachers.

The obvious explanation is that A3 is violated. The Appendix considers

and rules out several potential ÒmechanicalÓ explanations, proposed by CFR

(2015a; 2014d) and Bacher-Hicks et al. (2014) following circulation of an initial

draft of this comment, that might lead to rejections of the placebo test null

even if the underlying design is valid. Further exploration indicates, however,

that another mechanical explanation is an important factor. SpeciÞcally, much
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of the problem derives from CFR-IÕs omission of teachers with missing VA

predictions Ð those who are observed in only a single year Ð from their analyses.

These teachers are not randomly selected, and the exclusion of their students

from school-grade-subject-year averages incorporates some of the observational

student-teacher sorting into the putative quasi-experiment.

This points to two alternative routes toward reducing bias inö! from endo-

geneity of ! Qsgmt . One can control for observables that are correlated with

! Qsgmt , under a selection-on-observables assumption, or one can include the

missing classrooms in the school-grade-subject-year means. Each requires as-

sumptions (as, of course, does CFR-IÕs strategy of excluding a non-random

subset of classrooms). I pursue both options. Empirically, results are sensitive

to doing somethingabout the failure of the quasi-experimental research design,

but mostly insensitive to just how it is addressed. In particular, results are

similar across several methods for controlling for student preparedness and

in speciÞcations designed to ÒblockÓ possible channels by which prior-grade

scores could be an intermediate outcome of the current-grade teachersÕ VA.

The robustness of the adjusted results raises conÞdence in their validity. Ap-

pendix B further explores the inclusion of missing classrooms in the sample,

demonstrating that results are similarly stable when I vary the strategy for

assigning VA predictions to the missing teachers and or restrict the sample to

school-grade-year cells with no missing data, as suggested by CFR (2015a).

2 North Carolina data

I draw on administrative data for all students in the North Carolina public

schools in 1997-2011, obtained under a restricted-use license from the North

Carolina Education Research Data Center. North Carolina is a dramatically

di! erent setting from New York City. Nearly half of North Carolina schools are

rural. Education is provided by 219 separately administered districts (though

the state Department of Public Instruction (DPI) plays a larger role than in

many other states); New York City has a single district divided into adminis-

trative sub-districts. Just over 25% of students in North Carolina are Black
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and under 15% are Hispanic, with the remainder overwhelmingly white; in

New York, about 30% are Black, 40% are Hispanic, 15% are Asian, and only

15% are white non-Hispanic.

North Carolina administers end-of-grade tests in math and reading in

grades 3 through 8. Third grade students are given Òpre-testsÓ in the Fall;

I treat these as grade 2 scores.15 I standardize all scores within each year-

grade-subject cell.

The North Carolina administrative records record the identity of the test

proctor. This is usually but not always the studentÕs regular classroom teacher,

though in grades where students are taught by separate teachers for di! erent

subjects the proctor for the math test might be the English teacher. I thus

limit the sample to students in grades 3-5, whose classrooms are generally

self-contained. I use data on teachersÕ course assignments to identify exam

proctors who do not appear to be the regular classroom teacher.

Many studies using the North Carolina data exclude such proctors and

their students. That is not feasible here, as the quasi-experimental strategy

requires data on all students in the school-grade cell. Instead, I assign each

proctor who is not the classroom teacher a new ID that is unique to the test

year.16 This ensures that student achievement data is not used to infer the

proctoring teacherÕs impact.

Several of CFR-IÕs covariates Ð absences, suspensions, enrollment in honors

classes, and foreign birth Ð are unavailable in the North Carolina data. Thus,

my X it vector has a subset of CFR-IÕs controls: Cubic polynomials in prior

scores in the same and the other subject, interacted with grade; gender; age;

indicators for special education, limited English, grade repetition, year, grade,

free lunch status, race/ethnicity, and missing values of any of these; class- and

school-year- means of the individual-level controls; cubics in class- and school-

15Pre-test scores are missing after 2008, as well as for math in 2006 and reading in 2008.
Third graders with missing pre-test scores are excluded. When students re-take the tests, I
use only the score from the Þrst administration.

16I use a less restrictive threshold for a valid assignment than in past work (e.g., Clotfelter
et al., 2006; Rothstein, 2010). Insofar as I fail to identify non-teacher proctors, this will
attenuate the within-teacher autocorrelation of øAjt . This autocorrelation is larger in my
sample than in CFR-IÕs. See Figure A1 in the Appendix.
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grade mean prior scores; and class size.17 For long-run outcomes, CFR-II draw

on IRS data. Lacking this, I draw more proximate outcomes from high school

transcripts (graduation, GPA, class rank) and exit surveys (college plans).

I start with over 8.6 million student-year-subject observations, spread across

three grades (3-5), two subjects (math and reading), 1,723 schools, and 15

years (1997-2011). After excluding students with missing test scores, special

education classes, and classes with fewer than 10 students, I am left with 7.1

million observations, of which 79% are linked to 36,451 valid teachers. My orig-

inal sample is a bit smaller than CFR-IÕs, which contains approximately 18 mil-

lion student-year-subject observations, but the sample size for VA calculations

is similar (7.1 million vs. 7.6 million in CFR-IÕs sample). I have non-missing

leave-one-out predicted VA scores for 257,066 teacher-year-subject cells, with

an average of 22 students per cell. The sample for the quasi-experimental

analysis consists of school-grade-subject-year cells with non-missing! Qsgmt .

I have 79,466 such cells, as compared with 59,770 in CFR-I.

3 The Teacher-Switching Quasi-Experiment: Re-

production and Assessment

3.1 Reproducing CFR-IÕs analysis in North Carolina data

I use CFRÕs (2014f) Stata programs to reproduce their VA calculations and

analyses in the North Carolina data. Table 1 reports CFR-IÕs main quasi-

experimental speciÞcations (Panel A) along with corresponding estimates from

the North Carolina data (Panel B). Column 1 presents coe! cients from a

regression of the year-over-year change in average scores at the school-grade-

subject-year level (! A!
sgmt ) on the change in average predicted VA (! Qsgmt ),

with year Þxed e" ects.18 Column 2 repeats the speciÞcation with school-year

17Free lunch, limited English, and special education measures are missing in some years.
I set each to zero if missing, and include indicators for missing values (as well as class- and
school-year means of these) inX .

18Following CFR-I, the regression is weighted by the number of students in the school-
grade-subject-year cell; standard errors are clustered at the school-cohort level; and class-
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Þxed e! ects.

The coe" cients of these regressions estimate! under assumption A3. If

this assumption holds, the null hypothesis of no forecast bias corresponds to

! = 1, while we would expect! < 1 if teacher-level bias is present and not too

negatively correlated with teachersÕ causal e! ects. My estimate in Column 1 is

somewhat larger than CFR-IÕs, and signiÞcantly greater than 1, but when I add

school-year Þxed e! ects in Column 2, the coe" cient is much smaller and, like

CFR-IÕs, indistinguishable from the null hypothesis.This is the speciÞcation

illustrated in Figure 1.

CFR-I report a placebo test of their quasi-experimental design based on

changes inpredicted scores where predictions are made using only variables

that are una! ected by teacher assignments. SpeciÞcally, CFR-I regress ob-

served scores on parent characteristics, then average the Þtted values at the

school-grade-subject-year level, di! erence across years, and use this as the

dependent variable in the quasi-experimental regression. This speciÞcation is

reported in Column 3 of Table 1.19 In both samples, the year-on-year change in

mean predicted VA is uncorrelated with the change in mean predicted scores.

Column 4 presents a speciÞcation drawn from CFR-IÕs Table 5, Column

2. In Columns 1-3, teachers who do not have leave-one-out VA predictions Ð

because they are observed only int ! 1 or t Ð are excluded from the school-

grade-subject-year VA mean, and their students are excluded from the test

score average. In Column 4, all teachers and students are included, with

teachers with missing predictions assigned the grand mean VA score of zero.

In both the New York and North Carolina samples, this leads to rejection of

the null hypothesis that ! = 1, with ö! = 0.88 in New York and ö! = 0.94 in

North Carolina. I discuss this result in more depth in the next subsection.

Appendix A presents reproduction estimates for most of CFR-IÕs other

analyses. Results are generally quite similar in North Carolina as in CFR-IÕs

rooms with teachers not seen in other years are omitted from both dependent and indepen-
dent variables.

19CFR-IÕs prediction is based on motherÕs age, marital status, parental income, 401(k)
contributions, and homeownership, all drawn from tax Þles. Mine is based only on parental
education, as reported in the North Carolina end-of-grade test score Þles through 2007.
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sample. I summarize the few di! erences brießy here. Math VA is more variable

in North Carolina, while English VA has a similar variance in the two samples.

In both math and English, the autocorrelation of teacher VA across years is

higher in the North Carolina data (Appendix Table A2 and Appendix Figure

A1), implying less noise in the measurement process and perhaps also less drift

in teachersÕ true VA. While students with higher prior-year scores tend to be

assigned to teachers with higher predicted VA in both samples (Appendix Ta-

ble A7), special education students get higher VA teachers in North Carolina,

on average, but lower VA teachers in New York. In North Carolina but not

in New York, minority (black and Hispanic) students are assigned to teachers

with lower VA, on average, but in each district the relationship between school

minority share and average teacher VA is insigniÞcantly di! erent from zero.20

3.2 Assessing the Validity of the Quasi-Experiment

CFR-IÕs main placebo test (see Table 1, Column 3) is based on permanent

parental characteristics, taken from tax returns. But these are unlikely to

capture the dynamic sorting that Rothstein (2010) found to be a potentially

important source of bias in VA models. Moreover, they are not observed by

school administrators, so are unlikely to a! ect teacher assignments directly.

Panel A of Table 2 presents additional placebo test estimates in the North

Carolina data. Each entry represents a separate quasi-experimental analy-

sis, using the same speciÞcation as in Table 1, Column 2, but varying the

dependent variable. In Column 1, the dependent variable is the between-

cohort change in mean prior-year scores for the same students used for the

quasi-experimental analysis. That is, when examining the change in the mean

predicted VA of 5th grade teachers at schools between yearst ! 1 and t, the

dependent variable is the change in average 4th grade scores across the same

two cohorts (i.e., from t ! 2 to t ! 1). Grade g ! 1 scores are strongly pre-

dictive of grade-g scores, at both the individual and school-grade-subject-year

levels, so a correlation with! Qsgmt would indicate that the quasi-experiment

20Bacher-Hicks et al. (2014) Þnd that teacher VA is signiÞcantlylower in high minority
share schools in Los Angeles.
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is not valid (subject to potential caveats discussed below). The coe! cient is

+0.144 and is highly signiÞcant. (This is the speciÞcation illustrated in Fig-

ure 2.) Evidently, changes in student preparedness are correlated with the

quasi-experimental treatment, the change in average predicted VA.

After a preliminary version of this paper was shared with CFR, they con-

Þrmed that this result holds in New York as well. In a speciÞcation like that in

Table 2, Column 1, albeit with year Þxed e" ects rather than school-year e" ects,

CFR (2014d) report a coe! cient of +0.226 (standard error 0.033). When I

use an identical speciÞcation in the North Carolina sample, the coe! cient is

+0.231 (0.021); Bacher-Hicks et al. (2014) report a +0.268 (0.039) coe! cient

in data from Los Angeles.

Column 2 of Table 2 repeats the placebo test, this time using predictions of

end-of-year scores based onall of the covariates included in the VA speciÞca-

tion rather than just the prior-year score. That is, the dependent variable here

is the cohort-over-cohort change in the mean ofX it
ö! , from equation (1). As

! øA!
sgmt = ! øAsgmt + ! øX sgmt

ö! , this is scaled to correspond exactly to the bias

in the quasi-experimental results deriving from the use of unadjusted scores,

A!
it , in place of adjusted scoresAit (see footnote 13). The coe! cient is 0.105

and is again highly signiÞcant.

These results indicate that assumption A3 is violated Ð the change in av-

erage VA across cohorts is correlated with other determinants of the change

in outcomes, so the association between the former and the latter does not

identify " . Responding to a preliminary draft of this comment, however, CFR

(2014d; 2014e) suggest that the results reßect a problem with the placebo test

rather than with the research design:

Because teacher VA is estimated using data from students in the

same schools in previous years, teachers will tend to have high VA

estimates when their students happened to do well in prior years.

Regressing changes in prior test scores on changes in teacher VA

e" ectively puts the same data on the left- and right-hand side of

the regression, mechanically yielding a positive coe! cient. (CFR

2014d, p. 1)
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CFR point to two potential sources of such ÒmechanicalÓ e! ects. First, some

teachers who teach grade-g students in t or t ! 1 might have taught the same

cohorts of students previously, in gradeg! 1 in t ! 1 or t ! 2 (or in gradeg! 2

in t ! 2 or t ! 3). This could induce a positive correlation between the teachersÕ

e! ectiveness and the studentsÕg ! 1 scores Ð in e! ect, these prior-year scores

are intermediate outcomes of the e! ectiveness of the gradeg teacher. Second,

even when teachers do not follow students across grades, a mechanical e! ect

could arise from the fact that data fromt ! 2 is used both to measure the

prior-year achievement oft ! 1 students and to forecast thet ! 1 teachersÕ VA.

Any shock that is common across grades in the school-year cell could create

a positive correlation between themeasuredVA of the t ! 1 teachers and the

t ! 2 scores of thet ! 1 students, biasing the placebo coe" cient upward.21

Column 3 of Table 2 presents an alternative placebo test that excludes

all mechanical e! ects related to test score dynamics or VA measurement by

removing test scores entirely from the dependent variable. Here, I form a pre-

dicted score for each student,X it
ö! , using the same methods as in Column 2

but using only the demographic variables Ð the studentsÕ age and indicators for

gender, ethnicity, free lunch, special education, limited English, grade repeti-

tion, and for missing values for each of these, along with class and school-year

means Ð inX it . None of these would be a! ected by prior teachersÕ e! ectiveness

or by school-level shocks. But I Þnd that the change in mean predicted VA

is signiÞcantly associated with the change in the mean predicted score based

on these demographic characteristics alone.22 This conclusively establishes

that the placebo result cannot be attributed to the mechanical explanations

proposed by CFR (2015a).23

So whatdoesdrive the placebo e! ect? The data point to a third mechanical

21Note that either dynamic would likely invalidate not just the placebo test but also
CFR-IÕs quasi-experimental research design itself. See Appendix B.

22The coe! cient is smaller here than in Column 2. The demographic variables are less
predictive of A!

it than is the full X it vector. The decline in the coe! cient is exactly what
one would expect if ! Qsgmt is correlated both with the demographic characteristics and
with prior scores conditional on demographics; see Altonji et al. (2005).

23Appendix B explores this issue further. While there is some evidence that Òteacher
followersÓ contribute to the e" ect, the results are generally quite stable.
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explanation as an important factor. Recall that CFR-IÕs explanatory variable

is constructed from predicted VA scores of teachers int ! 1 and t, based on

the residual scores of the teachersÕ students in years other thant ! 1 and t. If

a teacher is observed in onlyt ! 1 or t, there is no other information on which

to base the prediction. CFR-I drop the teacher from the averageQsgmt and

drop the teacherÕs students from the averageøAsgmt .

This sample selection can reintroduce student sorting into the quasi-experiment,

even if teacher switching is random. In both North Carolina and New York,

more advantaged students (those with higher prior scores, or with higher fam-

ily income) tend to be assigned to higher VA teachers (see Appendix Table

A7). So when we lack a predicted VA score for a high (respectively, low)

VA teacher, excluding her from the VA average tends to reduce (increase)

Qsgmt , while excluding her students from the mean prior-year or end-of-year

score tends to reduce (increase)øAsgmt . This pushes bothö! and the placebo

coe! cient upward relative to what would be obtained were all teachers and

classrooms included.

Recall from Section 3.1 that CFR-I present one speciÞcation that includes

these teachers, assigning them predicted VA scores equal to the grand mean.24

This is not an ad hoc imputation, but rather the score implied for these teach-

ers by the Empirical Bayes methodology. The VA prediction used in the quasi-

experimental analysis is the leave-two-out prediction based on the teacherÕs

observed performance in years other thant ! 1 and t, shrunken toward the

grand mean. For a teacher observed only in those years, there is no signal at

all, so shrinkage is complete and the best predictor (and the Empirical Bayes

estimate) is the grand meanöµjt = 0. In their Table 5, Column 2 (reproduced

as Table 1, Column 4 here), CFR-I assign this grand mean to teachers ob-

served in just a single year, and include both the teachers and their students

in the school-grade-subject-year means.25

24These teachers are included as well in CFR-IIÕs preferred quasi-experimental speciÞca-
tions, with a sample excluding them used only for a speciÞcation check.

25Teachers observed in botht ! 1 and t but no other years also have missing leave-
two-out predictions. Across all their speciÞcations, CFR-I always include these teachers,
with predictions set equal to the grand mean. The issue here concerns only those teachers
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I use this approach to include all classrooms in the sample in Panel B of

Table 2. The placebo test coe! cients are uniformly smaller here, suggesting

that sample selection is an important contributor to the endogeneity identiÞed

in Panel A.26

The use of the grand mean for teachers missing leave-two-out VA predic-

tions relies on an assumption that teacher VA is independent across teachers

within a school. Indeed, this assumption is implicit in CFR-IÕs entire quasi-

experimental analysis. Although CFR-I construct their predictions at the level

of the individual teacher, the relevant prediction for the quasi-experimental

analysis is at the level of the school-grade-year mean. If VA is not independent

within schools, the average of teacher-level EB predictions is not an unbiased

prediction of the average of the teachersÕ true e" ects.

In particular, if µj is positively correlated among teachers at the same

school, the change in the average of teachersÕ EB predictions overstates (in

magnitude) the EB prediction of the change in the average teacherÕs VA, even

if data is available for all teachers. Unbiased estimation of! would require

shrinking teachersÕ performance toward the school mean rather than toward

the grand mean, and using the school mean in place of the grand mean to im-

pute VA predictions to teachers missing leave-two-out VA information. Failure

to do so creates downward biases in bothö! and the placebo test coe! cients

in Table 2, Panel B.

But it is not clear that that this issue is important in practice. The intra-

class correlation of teacher VA is 0.2 or less. A correlation of this magnitude

is unlikely to cause serious problems if teachers are treated as independent

within schools. Appendix B explores alternative VA predictions (e.g., the

school mean) for the teachers with missing leave-two-out scores, consistent

with di " erent assumptions about the correlation structure. This has essentially

no e" ect on the results.

Finally, it is important to note that excluding teachers with missing VA,

observed in one year but not the other. CFR do not explain the di! erential treatment.
26Other speciÞcations, not reported here, indicate that the signiÞcant coe" cients in Panel

B are Ð in contrast to the Panel A results Ð not entirely robust.
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as in most of CFR-IÕs analysis and Panel A of Table 2, relies on auxiliary

assumptions as well. The needed assumption here is that there is no sorting

of students across classrooms within a school. Since evaluating the extent of

such sorting is the entire point of the exercise, one would prefer not to assume

it away in estimating ! . Without this assumption, however, the selected-

sample estimateö! is biased toward 1. Moreover, it is clear from Table 2 that

! Qsgmt is importantly endogenous when computed from the CFR-I subsample.

Panel B of Table 2 indicates that the problem is diminished, but perhaps not

eliminated, when all classrooms are included.

3.3 Quasi-Experimental Estimates Under A Selection on

Observables Assumption

The failure of the placebo test strongly implies that theö! obtained from the

teacher switching analysis, at least as applied to CFR-IÕs selected sample,

is biased upward. The predicted score speciÞcation in Table 2, Column 2,

suggests that the bias is at least 0.10 in the selected sample, though it may

be smaller when all classrooms are included.27 In Table 3, I explore several

approaches to estimating! without bias.

Panel A follows CFR-I in focusing on the selected subsample of classrooms

with non-missing teacher VA predictions. Given the placebo test results, I

explore the sensitivity ofö! to the inclusion of controls for the change in student

preparedness. Column 1 repeats the speciÞcation from Table 1, Column 2.

Column 2 adds the change in studentsÕ mean prior-year scores as a right-hand

side variable.28 This reduces theö! coe! cient to 0.933 (0.015).

27Note that the bias may be larger than the coe! cients in Table 2, Column 2 if unobserv-
ables change with observables Ð see footnote 22.

28CFR-I present one speciÞcation that controls for a cubic in the change in studentsÕ mean
prior-year scores, in their Table 4, Column 3. This speciÞcation also controls for leads and
lags of ! Qsgmt , which are constructed using data fromt ! 1 and t so may be endogenous,
though coe! cients are not reported. In the North Carolina sample, the coe! cient on the
lead term is highly statistically signiÞcant. Taken literally, this is a failed falsiÞcation test.
But I prefer to exclude the leads and lags of! Qsgmt . The result in Column 2 is substantively
unchanged when I allow for a nonlinear e" ect of the mean prior-year score; I focus on the
linear model for ease of presentation.
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Column 3 presents a speciÞcation that excludes the change in prior-year

scores but switches the dependent variable to the change in mean residual

scores (i.e., to! øAsgmt rather than ! øA!
sgmt ). This is the speciÞcation pro-

posed by CFR-I in developing the quasi-experimental methodology (see their

discussion on p. 2617), though in their empirical implementation they use

unadjusted scores on the basis of evidence, contradicted above, that changes

across cohorts in observable characteristics are orthogonal to! Qsgmt . The

coe! cient here, 0.931, is quite similar to that in Column 2. Column 4 uses the

change in gain scores as the dependent variable, as in Figure 3. This yields

a somewhat smaller coe! cient, 0.889, than in Columns 2 and 3. Note also

that each of the methods for controlling for pre-treatment observables yields

a more precise estimate than in the unadjusted speciÞcation in Column 1 Ð

this added precision is the reason that many experimental analyses control for

baseline outcomes even when there is no evidence that the randomization was

unsuccessful.

Panel B presents estimates that use all classrooms, assigning teachers ob-

served in only a single year a VA prediction of zero. As noted in Section 3.2,

this relies on di" erent, but no less plausible, assumptions than do estimates

that exclude such classrooms. Table 1 shows that this simple change, even

without controls, reduces theö! coe! cient substantially (from 1.097 to 0.936

in North Carolina data, or from 0.974 to 0.877 in CFR-IÕs New York sample),

and Table 2 showed that the placebo test violation is smaller in this sample.

Accordingly, I Þnd that the full-sampleö! coe! cient is less sensitive to choices

about how to control for student preparedness. Across all four columns, it

ranges between 0.83 and 0.90, with standard errors around 0.02.29

Appendix Table B1 presents several speciÞcations aimed at testing the

robustness of the results to alternative methods of dealing with mechanical

relationships between! Qsgmt and the change in prior-year scores. Results are

quite robust. ö! is near 1 when the selected sample is used without adjustments

29The di! erence between the result in Table 1 and that in Column 1 of Table 3 is that
the former reproduces CFR-IÕs speciÞcation, which includes only year Þxed e! ects. Table 3
includes school-year Þxed e! ects in each speciÞcation.
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for violations of the quasi-experimental design; near 0.93 when the selected

sample is used but prior scores are controlled; and 0.86 or a bit smaller when

all classrooms are included, with or without controls for additional sorting

on observables. These results are not driven by any of the dynamics that

CFR (2015a) point to as potential confounding factors. Appendix B presents

additional speciÞcations exploring alternative prediction strategies, other than

assigning the grand mean, for the teachers excluded from CFR-IÕs main sample;

none have any material impact on the results.

CFR-I present one speciÞcation (CFR-I, Table 5, Column 4; reproduced

here in Appendix Table A5) that limits the sample to the less than one-third

of school-grade-subject-year cells where all of the teachers have non-missing

VA predictions, so the issue of sample selection and imputation does not arise.

In both New York and North Carolina, the point estimate is roughly similar

to the the baseline speciÞcation using all cells and including only classrooms

with non-missing data. This appears to suggest that sample selection is a

non-issue. But these estimates are quite imprecise, given the small sample.

More important, CFR-I use a di! erent speciÞcation here, including only year

e! ects where their preferred models include school-by-year Þxed e! ects. When

school-by-year e! ects are included in the no-missing-data subsample, results

are quite similar to those that I obtain in the full sample. See Appendix Table

B3.30

I conclude that the best estimate of! based on the quasi-experimental

design, after adjusting for exogeneity failures, is around 0.85. This is near

the middle of 0.6-1 range suggested by RothsteinÕs (2009) simulations, where

CFR-IÕs original results pointed to the very top of that range. Moreover,

it indicates a substantively important amount of bias. If we assume that

biases are uncorrelated with true e! ects, ! = 0.85 implies that V (bj )/ V (µj ) !

0.2. Negative correlations would imply larger bias ratios Ð a correlation of

-0.3 (Horvath, 2015) impliesV (bj )/ V (µj ) ! 0.35. As I discuss in Section 5,

even the smaller estimate is large enough to produce a non-trivial number of

30MansÞeld (2015) estimatesö! = 0 .832 when applying the CFR-I strategy to high school
teachersÕ VA and limiting the sample to the no-missing-data subsample.
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misclassiÞcations in VA-based evaluations and to create incentives for teachers

to manipulate their assignments Ð by, e.g., refusing to teach classes that will

hurt their VA scores Ð under high-stakes evaluations.

4 Long-Run E ! ects

The analysis thus far indicates that VA scores are moderately biased by student

sorting, with forecast bias around 15% and teacher-level bias of 20-35%. CFR-

IIÕs subsequent analysis of the e! ects of teacher VA on studentsÕ longer-run

outcomes, such as college graduation or earnings, is predicated on CFR-IÕs

conclusion of unbiasedness. Accordingly, I revisit the CFR-II study here.

CFR-II present two types of analyses of longer-run outcomes. First, for

all of the outcomes they consider, they show Òcross-class comparisons,Ó simple

regressions of class-level mean long-run outcomes on the teacherÕs predicted

VA. Second, for a few outcomes, they also present quasi-experimental analyses

akin to those explored above. I reproduce both. I begin in Subsection 4.1 with

a discussion of the identiÞcation problem and CFR-IIÕs observational strategy.

I then present, in Subsection 4.2, estimates of the long-run e! ects of North

Carolina teachers, focusing on the sensitivity to the selection of controls and

to the estimation strategy.

4.1 Methods

Following CFR-II, I focus on models for! j , the reduced-form impact of a

single teacherj on her studentÕs long-run outcomes, not controlling for prior or

subsequent teachers. CFR-IIÕs parameter of interest is the covariance between

! j and the teacherÕs test score impact, rescaled asmj ! µj / ! j where " j is the

standard deviation ofµj :

# ! cov(mj , ! j ) , (4)

Becausemj has unit variance by construction, this is equivalent to the coe" -

cient of a regression of! j on mj . Importantly, while we are interested in the
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teacherÕs causal e! ect on long-run outcomes,! is not a causal parameter (so

does not represent, for example, the e! ect on long-run outcomes of interven-

tions aimed at raising teachersÕ test score VA). Rather, it measures the value of

VA scores as proxies for teachersÕ long-run impacts, which even with random

assignment would take many years to measure directly.

To estimate ! , CFR-II begin by estimating their VA model using the long-

run outcomes in place of end-of-year scores. Paralleling the earlier notation,

let Y !
i represent the outcome for studenti , and let øYjt be the classroom mean

residual after regressingY !
i against the VA model covariates, once again using

only within-teacher variation. As before, this residual reßects the teacherÕs

true e! ect "j , a bias term bY
j that is persistent within teachers, and terms

reßecting non-persistent sorting (#Y
jt ) and random variation (eY

jt ):

øYjt = "j + bY
j + #Y

jt + eY
jt .

CFR-II estimate ! as the coe" cient of a regression oføYjt on the standard-

ized predicted test score VA,ömjt ! öµjt / ! µ ,

ö! =
cov

!
ömjt , øYjt

"

V ( ömjt )
(5)

Importantly, though CFR-II refer repeatedly to the inclusion of controls in

this analysis, ö! is always estimated via a bivariate regression; covariates are

used only to construct the residual long-run outcomeøYjt . This is the reverse of

partitioned regression, where theexplanatory variable is residualized against

covariates, and the resulting estimateö! does not equal the coe" cient from a

multiple regression of øYjt (or Y !
i ) on ömjt controlling for X jt . CFR (2015a)

clarify the reason for this: The parameter of interest here is the coe" cient of

a bivariate regression of"j on µj , not the multiple regression coe" cient. If

students sort to teachers on the basis of"j , the covariatesX jt might capture

some of this sorting, and the multiple regression! coe" cient might understate

the value ofmj as a proxy for"j .

When the exercise is understood in this way, it is clear that ifµj and "j were
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observed directly no exclusion restriction would be required for identiÞcation

of ! . But neither is observed, and we must rely on the estimatesöµjt and øYjt .

This requires assumptions.

First, öµjt must be forecast unbiased, so that the regression of"j on ömjt has

the same coe! cient as a regression of"j on mj .31 This is CFR-IIÕs Assumption

1. As discussed above, the evidence suggests that it does not hold.

Second,øYjt ! " j = bY
j + vY

jt + eY
jt , the estimation error in a teacherÕs long-run

impact, must be orthogonal to the teacherÕs test score VAömjt , as otherwise

the substitution of the residual outcomeøYjt in place of the teacherÕs causal

e" ect "j would biasö! .32 This assumption is problematic as well. Where CFR-

I argued that the bias in test score VA (bj ) was likely to be minimal, CFR-II

Þnd a! rmative evidence that teachersÕ estimated long-run impacts are biased

Ð that is, that V
!
bY

j

"
> 0.33 In this case, the assumption requires thatbY

j be

orthogonal to öµjt .

This is untestable, asbY
j Ð reßecting sorting on unmeasured student and

family characteristics Ð is not observed. But the evidence discussed above

that measured test score VA is correlated withobservedfamily characteristics

suggests that it is unlikely to hold. See Appendix Table A7, which shows that

teachers with higher predicted VA are assigned students with higher prior

scores (included in the VA model) and higher family incomes (not included).

To further illustrate this, Table 4 presents regressions of several student

characteristics on the predicted VA of the teacher. Between-school variation

is of particular importance, as student socioeconomic status Ð very strongly

predictive of long-run outcomes, but less predictive of annual test score growth

Ð is much more heavily sorted across schools than across classrooms within

31We actually require more: The VA forecast error, mj ! ömjt , must be orthogonal to the
portion of a teacherÕs long-run impact that is not captured by her test score VA,! j ! mj " .

32This is implicit in CFR-IIÕs Assumption 2, which in my notation is that
cov

#øYjt ! " ömjt , ömjt
$

= 0 .
33See, e.g., CFR-II, p. 2638: Ò[T]he orthogonality condition required to obtain unbiased

forecasts of teachersÕ earnings VAÐthat other unobservable determinants of studentsÕ earn-
ings are orthogonal to earnings VA estimatesÐdoes not hold in practice.Ó See also the the
online appendix to CFR-II. In order for long-run VA to be biased but test score VA unbi-
ased, all sorting must be based on unmeasured characteristics that are predictive of long-run
outcomes but not predictive of test scores. See the related discussion in Ballou (2012).
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schools. Column 1 pools within- and between-school variation; in Column 2,

school Þxed e! ects are included so only within-school variation identiÞes the

predicted VA coe" cient; and in Column 3, the regressions are estimated on

school means to capture between-school variation. Schools with higher average

predicted VA teachers have much higher prior year test scores, lower free lunch

shares, and higher predicted student outcomes. Within schools, sorting is less

dramatic, but teachers with higher predicted VA are statistically signiÞcantly

less likely to be assigned minority students, students receiving free lunches, and

students with lower prior-year scores or predicted end-of-year scores. It thus

appears likely that unobserved family characteristics are similarly correlated

with öµjt , and that the CFR-II strategy confounds the association between! j

and µj with a positive bias term coming from the association ofbY with öµjt .

Below, I show that ö" is is quite sensitive to the inclusion of controls for

di! erences in observed student characteristics across teachers. This strongly

suggests thatö" is biased when estimated without controls. But controls for

student and family characteristics øX j change the estimand from" to

" X !
cov

!
µj , ! j | øX j

"

V
!
µj | øX j

" .

This may di! er from " . In particular, if parents and teachers are able to

discern teachersÕ long-run impacts and if they sort on that basis, this would

create a causal channel running from! to øX j and imply that " X "= " .34 Under

this condition, it is exceedingly unlikely forcov
!
bY , µj

"
= 0, as is required for

identiÞcation of " Ð this would require that the sorting depend only on the

part of teachersÕ long-run e! ects that is not predictable based on their short

run e! ects, which there is no reason to expect. Thus, even though" X may

not equal " , evidence that ö" X di! ers from ö" strongly suggests, though does

not entirely prove, that ö" is biased relative to" .

CFR-II also present quasi-experimental analyses of teachersÕ long-run im-

pacts analogous to those used to estimate forecast bias. I show below that

34If students and parents sort to teachers who are known to have highµj , but there is no
sorting on the basis of! j # " µj (perhaps because it is unknown), then" X = " .
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these are as sensitive to the inclusion of controls for observables as are the

corresponding short-run quasi-experimental estimates.

4.2 Results

The North Carolina data do not have measures of college enrollment, teen

childbearing, or adult earnings, as examined by CFR-II. In their place, I fo-

cus on Þve outcomes that can be measured in high school records: Whether

the student graduated from high school; whether she stated on a high school

exit survey that she planned to attend college after graduation; whether she

planned speciÞcally to attend a four-year college; her high school grade point

average; and her high school class rank. These are more proximate than CFR-

IIÕs outcomes, which mostly measure post-high-school experiences. They also

vary in their availability; I focus on cohorts for which they are available for

most students. Students who do not appear in the North Carolina high school

records are excluded from this analysis, while those who drop out of high

school are assigned as non-college-bound.

Columns 2-4 of Table 5 present observational estimates of! , from CFR-

II in Panel A and from the North Carolina sample in Panel B. The closest

alignment between my long-run outcomes and those examined by CFR is for

college attendance: I observe self-reported plans as of high school, where CFR-

II observe actual enrollment at age 20. The basic observational analysis, in

Column 2, indicates that a one standard deviation increase in teacher VA is

associated with a 0.82 percentage point increase in the teacherÕs impact on

college enrollment in New York, and with a 0.60 percentage point increase in

the teacherÕs impact on college enrollment plans (and a 1.35 percentage point

increase in the impact on four-year college enrollment plans) in North Carolina.

I also Þnd positive e! ects on high school graduation (0.34 percentage point),

on high school GPAs (0.022 GPA points), and on class rank (0.54 percentage

point). All are highly statistically signiÞcant.

Columns 3 and 4 vary the controls used in estimating long-run VAøYjt ,

continuing to estimate (5) without controls. In Column 2, the residualization
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uses just the covariates from the test score VA model. In Column 3, CFR-II

add parental characteristics, drawn from tax returns. These characteristics are

not available in the North Carolina data, so I do not repeat these estimates.

In New York, their inclusion reduces the estimates of! by 10-20%, suggesting

that bias in øYjt that derives from the simpler speciÞcation is correlated with

öµjt . Column 4 replaces the parental characteristics with studentsÕ two-years-

ago test scores. These estimates are similar to those in Column 3 in New

York; in North Carolina, they are mostly smaller than in Column 2, though

one (four year college plans) is larger.

Columns 5 and 6 return to the baseline covariates in the construction oføYjt ,

but add controls to the second-stage regression oføYjt on ömjt . Column 5 uses

all of the covariates from the test score VA model, averaged at the teacher-year

level; Column 6 further adds teacher-level means of these (aggregating over all

of the years that the teacher is observed). All of theö! X coe! cients are much

smaller than the correspondingö! estimates in Column 2, by 14-45%.35

There is every reason to expect that adding the additional family charac-

teristics used in Column 3 (which are not available in the North Carolina data)

would lead to additional diminution of the estimated e" ects. The pattern of

results, with sensitivity both to the choice ofX it variables in the construction

of long-run-outcome VA (Columns 2-4) and to the inclusion oføX jt variables

in the second-stage (Columns 5-6), casts doubt on the interpretation ofany of

the observational estimates as reßecting! . While this cannot be ruled out Ð

the reduced coe! cients in Columns 5-6 of Table 5 could be attributable to dif-

ferences between! and ! X produced by sorting on the sole basis of the portion

of teachersÕ long-run e" ects that is orthogonal to their test score e" ects Ð there

is little basis for conÞdence in the observational modelÕs exclusion restrictions.

Table 6 turns to quasi-experimental estimates of! . Column 2 reports

estimates of the association between the change in mean VA,! Qsgmt , and

the change in mean unadjusted outcomes,! øY !
sgmt , as examined by CFR-II.

35Responding to an early draft of this comment, CFR (2014c) pointed out that estimates
like those in Column 5 and 6 might be biased downward relative to! X by measurement
error in test score VA. I obtain nearly identical results with a 2SLS estimator that adjusts
for measurement error, indicating that this is not an important issue. See Rothstein (2014).
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In their preferred speciÞcations, and in contrast to CFR-I, CFR-II include all

classrooms in their school-grade-subject-year means, assigning teachers with

missing VA predictions the grand mean. I follow that here. Estimates are

mostly smaller than the original observational estimates in Table 5, Column

2, and all are much less precise; nevertheless, four of the Þve are statistically

signiÞcant. Column 3 adds a control for the change in the mean prior-year

score at the school-grade level. Each of the point estimates falls substantially,

by at least one-third (and, in the case of the GPA and class rank e! ects, by

over 60%), and none of the adjusted coe" cients are signiÞcant. When adjusted

for observables, the quasi-experimental design o! ers no evidence that teachersÕ

VA is associated with their long-run e! ects.

5 Discussion

The Þrst result of my investigation is that essentially all of the empirical results

reported by CFR-I and CFR-II from their analysis of New York City students

are reproduced, nearly exactly, in data from the North Carolina public schools.

Given the dramatic di! erence in settings, this is remarkable.

But further investigation indicates that CFRÕs analysis cannot support

their conclusions. When I probe CFR-IÕs test for forecast bias in measured

teacher VA, I Þnd that teacher switching does not create a valid quasi-experiment

in North Carolina. Measured teacher turnover is associated with changes in

student quality, as measured by the studentsÕ prior-year scores or just by their

demographic characteristics. When changes in observed student quality are

controlled, CFR-IÕs key coe" cient ö! is around 0.9, precisely estimated, and

highly signiÞcantly di! erent from one.

The apparent endogeneity of teacher switching appears to be driven, at

least in part, by CFR-IÕs exclusion of some teachers and classrooms from their

quasi-experimental sample. When I include all classrooms, the evidence for

endogeneity is weaker, but the forecast bias coe" cient falls to around 0.85 and

is much less sensitive to the inclusion of controls.

The ! parameter identiÞed by CFR-IÕs quasi-experiment is only indirectly
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related to the quantity of interest, which is the magnitude of biases in individ-

ual teachersÕ VA scores,V (bj ). If one assumes that these biases are orthogonal

to teachersÕ causal e! ects, my preferred estimate ofö! = 0.85 implies that the

variance of the portion of student sorting bias that is permanent within teach-

ers (and thus impossible to remove by averaging over several years) is about

18% of the variance of teachersÕ causal e! ects. ö! = 0.9 would correspond to

a variance ratio of 11%. These are roughly in the middle of the range that

RothsteinÕs (2009; 2010) simulations established as consistent with the data.36

Thus, while CFR-IÕs strategy narrows the plausible range, it does not sup-

port the conclusion that the true value is at one end of that range. Moreover,

teacher-level bias is larger if biases are negatively correlated with causal e! ects

(as found by Horvath, 2015; Angrist et al., 2015a). With a correlation of -0.3,

teacher-level bias is 24% with! = 0.9 and 32% with ! = 0.85.

To illustrate the potential importance of biases of this magnitude, assume

away sampling error Ð imagine that we observe÷µj ! µj + bj directly, without

error, but that we cannot distinguish the two components. Further suppose

that teachersÕ true e! ects and the biases in their VA scores are both normally

distributed. With ! = 0.85 and corr (µj , bj ) = 0 , over one-quarter of teachers

with ÷µj in the bottom ten percent will have true causal e! ects µj that are

outside the bottom decile.37 If corr (µj , bj ) = " 0.3, the misclassiÞcation rate

rises to over one-third.

This suggests that policies that use VA scores as the basis for personnel

decisions will be importantly confounded by di! erences across teachers in the

students that they teach. Teachers with unusual assignments will be rewarded

or punished for this under VA-based evaluations. This limits the scope for

improving teacher quality through VA-based personnel policies (Rothstein,

36CFR-IÕs VA model is most similar to RothsteinÕs (2010) ÒVAM2.Ó A variance ratio of
11% corresponds almost exactly to the estimate in Table 7, Panel B of Rothstein (2010)
(i.e., to a ratio of the standard deviation of the bias to that of the true e! ect of 0.33), while
a variance ratio of 18% is quite close to that in Panel C.

37In reality, sampling error will also play a role. If decisions are made based on the average
of three annual measures of÷µj , each with reliability 0.4 (roughly corresponding to estimates
of VA score reliability), nearly half of teachers identiÞed as in the bottom decile will have
true µj s outside of it.
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2015). It will also distort teacher assignments as teachers react to the result-

ing incentive, potentially depressing educational e! ciency and o" setting any

teacher quality improvements.

Section 4 revisits CFR-IIÕs estimates of the association between teacher

VA and teacher e" ects on studentsÕ long-run outcomes. These were in many

ways the most important portion of the CFR results, as they suggested that

retaining low-VA teachers has extremely important consequences for studentsÕ

long-run outcomes Ð that Ògood teachers create substantial economic value,

and VA measures are useful in identifying themÓ (CFR 2012).

But these results turn out to depend implausible assumptions. CFR-IIÕs

ÒcontrolsÓ for student observables were implemented in a non-standard way.

The conditions required for their estimates to be consistent are quite implau-

sible. Moreover, the estimated long-run e" ects of high-VA teachers are much

smaller when observable di" erences in students across teachers are controlled

directly, both in observational and quasi-experimental analyses. In the more

credible quasi-experimental estimates, point estimates are uniformly smaller

(more negative) when controls for changes in student observables are con-

trolled, and none are statistically signiÞcantly di" erent from zero.

As the North Carolina data have only limited information about family

backgrounds and longer-run outcomes, I cannot fully explore teachersÕ long-run

e" ects. But my results are su! cient to re-open the question of whether high-

VA elementary teachers have substantial causal e" ects on their studentsÕ long-

run outcomes, and even more so to call into question the speciÞc magnitudes

obtained by CFR-IIÕs methods.

Across both investigations, where I am able to estimate the speciÞcations

that CFR report, I obtain substantively identical results in the North Carolina

sample. CFR have conÞrmed (in personal communication) that many of my

key results obtain in their data, as have Bacher-Hicks et al. (2014) in Los

Angeles. It thus seems likely the remainder of my results would generalize

across samples as well. The results are also robust to speciÞcations that address

a number of objections that CFR (2014e; 2015b) raised in response to an initial

draft of this comment, as discussed in the Appendix, which also includes a
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rejoinder to CFRÕs (2015a) Reply.

I conclude that the quasi-experimental methodology proposed by CFR-I,

while a major advance in the Þeld, does not support their substantive conclu-

sions. The available evidence suggests that VA scores Ð in New York, North

Carolina, Los Angeles, and likely elsewhere Ð are moderately biased by stu-

dent sorting, with a magnitude su! cient to create substantial misclassiÞcation

rates in VA-based evaluation systems. There is, moreover, no strong basis for

conclusions about the long-run e" ects of high- vs. low-VA teachers, which in

the most credible estimates are not distinguishable from zero.
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Revisiting the Impacts of Teachers: Appendix

There are three appendices. Appendix A compares results from each of CFR-
IÕs analyses to those obtained when the analyses are reproduced in the North
Carolina data. Appendix B presents alternative speciÞcations aimed at testing
for so-called ÒmechanicalÓ e! ects and robustness to alternative methods for
handling teachers with missing VA predictions. Appendix C responds to CFRÕs
(2015a) critique of my comment.

A Reproduction of CFR-I Results

Appendix Tables A1-A7 present CFR-IÕs results from New York in parallel
with reproductions, using CFRÕs (2014f) code, in data from North Carolina.

Table A1 presents student-level summary statistics (from CFR-IÕs Table 1,
Panel A). Free lunch and minority shares are lower in North Carolina than
in New York, but (surprisingly) the recorded English language learner share
is higher. In North Carolina, this variable and special education status are
missing from 2009 onward; summary statistics pertain only to those with non-
missing data.

Table A2 presents CFR-IÕs Table 2. Autocovariances are similar in the
two samples for elementary English teachers, but higher in the North Carolina
sample for elementary math teachers. Similarly, in English the two samples
yield nearly identical estimates of the standard deviation of teachersÕ VA, net
of sampling error, but in math the North Carolina sample yields an estimate
about one-Þfth larger than does CFR-IÕs sample.

Figure A1 displays the autocorrelations graphically. In both samples, the
autocorrelations are higher in math than in reading; they are also higher in
each subject in North Carolina than in CFR-IÕs sample. Where CFR-I found
that the autocorrelations stabilize at lags longer than 7, the North Carolina
sample suggests that they continue to decline out to the end of the sample.

Table A3 presents results from CFR-IÕs Table 3. (I do not reproduce their
Column 3, as their code archive does not make clear how their dependent
variable is constructed.) Results are broadly similar. In Column 2, my coe" -
cient (0.009) is signiÞcantly di! erent from zero where theirs (0.002) is not, but
both are small in magnitude. Table A4 presents estimates from CFR-IÕs Table
4. Many of these are presented elsewhere as well; they are included here for
completeness. I do not reproduce CFR-IÕs Column 5, as my North Carolina
sample excludes middle school grades. Again, all estimates are strikingly simi-
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lar between the two samples. Table A5 presents estimates from CFR-IÕs Table
5. Estimates are quite similar, despite the higher share of teachers assigned
predicted VA scores of zero in Column 2 in my sample (27.4%) than in CFR-IÕs
(16.4%). Appendix B presents additional relevant results.

Table A6 reproduces CFR-IÕs Table 6. Notably, the North Carolina results
indicate negative forecast bias in rows 1-6. But results are generally quite
similar.

Finally, Table A7 presents selected estimates from Table 2 in CFR-IÕs on-
line appendix. These are coe! cients of regressions of student characteristics
on their teachersÕ predicted VA. Raw regression coe! cients are attenuated be-
cause the predicted VA measures are shrunken, and thus have lower variance
than the teachersÕ true e" ects. CFR-I multiply their coe! cients by 1.56, the
average ratio of the standard deviation of true e" ects to the standard devia-
tion of predicted e" ects. In North Carolina, this ratio is 1.36, so coe! cients in
Panel B are multiplied by this. Estimates are broadly similar, though there is
perhaps less sorting of high-prior-achievement students to high-predicted-VA
teachers in North Carolina than in CFR-IÕs sample. One notable di" erence
is that minority students have lower-predicted-VA teachers, on average, than
non-minority students in North Carolina, but not in New York.

B Additional speciÞcations

B.1 Mechanical e ! ects

Responding to an early draft of this comment, CFR (2014d) suggested that
the failure of the placebo test might be due to so-called ÒmechanicalÓ e" ects Ð
to factors that inßuence both prior year scores and measured teacher VA (but
perhaps not actual teacher e" ectiveness). SpeciÞcally, CFR note that data
from t ! 2 is used both to predict the VA of teachers int ! 1 and t, and thus
to compute ! Qsgmt , and for the prior-year scores oft ! 1 students. This could
create a spurious correlation between! Qsgmt and the change in prior year
scores. In Table 2 I found that the placebo test failed even when only non-test
outcomes were used to measure student preparedness. This demonstrates that
test dynamics cannot possibly account for the result. Nevertheless, in Table
B1 I explore several alternative speciÞcations aimed at removing the speciÞc
mechanical e" ects that CFR suggest.

Row 1 presents baseline estimates, repeated from Tables 2 and 3. Row 2 is
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identical but with standard errors clustered at the school level; this increases
standard errors by about one-third.38

CFR (2014d; 2015a) suggest that one source of potential mechanical e! ects
is teachers who teach the same cohort of students in multiple years as they
progress across grades. If a teacher taught in gradeg! 1 in t! 2 and then taught
the same students in gradeg in t ! 1, then the both the average VA in gradeg
in t ! 1 (and thus ! Qsgmt ) and the average lagged scores of gradeg students
in t ! 1 will reßect her e! ectiveness.39 CFR (2014d) propose addressing this
by instrumenting for the change in VA,! Qsgmt , with a modiÞed measure that
excludes teachers who taughtg ! 1 in t ! 2 or t ! 1. This is implemented by
setting predicted VA for these teachers to zero.

In North Carolina, less than 4% of teacher mobility consists of teachers
following students. Not surprisingly, when I modify! Qsgmt to exclude teach-
ers who taught gradeg ! 1 in t ! 2 or t ! 1, or who taught gradeg ! 2 in
t ! 3 or t ! 2, the modiÞcation makes little di! erence. The modiÞed version of
! Qsgmt is correlated 0.96 with the original version, and the Þrst-stage coe" -
cient is 0.98. Estimates of my key speciÞcations are shown in Row 3 of Table
B1. When classrooms with missing VA scores are excluded, the association
with the change in prior-year scores is reduced but remains signiÞcant, and the
! estimate is hardly changed. Note that the no-follower instrument involves
setting some teachersÕ VA predictions to the grand mean, and thus relies on
the same assumption of within-school independence as does the inclusion of
teachers with missing leave-two-out predictions, also set to the grand mean.
There is thus no set of assumptions that can justify the subsample speciÞca-
tions in columns 1-3. When all classrooms are included, in columns 4-6, the
placebo test coe" cient is no longer signiÞcant, but the! coe" cient from a
speciÞcation without controls falls to match that in the speciÞcation with con-
trols. I thus conclude that ÒfollowerÓ teachers might contribute slightly to the
placebo test violation, but that recognition of this phenomenon has no e! ect

38CFR-IÕs main results cluster at the school-by-cohort level. School-level clustering is
more general. Moreover, I present below IV speciÞcations with school-year Þxed e! ects; it
is computationally di " cult to cluster these at the school-cohort level.

39This is a source of a mechanical association in the di! erenced speciÞcation only if the
teacher leaves the school or grade int; otherwise, her VA does not contribute to the t ! 1
to t change. Note also that ÒfollowingÓ is a problem for the quasi-experimental analysis as
well as for the placebo test. The quasi-experimental analysis is designed to test whether
VA scores accurately forecast the impact of grade-g teachers on their studentsÕ learning in
grade-g; if a portion of the ö! coe" cient reßects contributions that the same teachers made
to students when they were in gradeg ! 1, this would need to be controlled in order to
isolate the causal e! ect of interest.

A-3



on my conclusions regarding forecast bias.40

CFR (2014d; 2015a) also suggest that school-year-subject shocks could
create mechanical, spurious failures of the placebo test: A positive shock to a
school in t ! 2 will raise both the predicted VA of the schoolÕst ! 1 teachers
and the prior-year scores of thet ! 1 students. This would be absorbed by
school-year e! ects already included in the main speciÞcations if it were com-
mon across subjects, but subject-speciÞc shocks would not be. CFR (2014d;
2015a) propose to address it by including school-subject-year Þxed e! ects. I
implement this in Row 4. This halves the number of degrees of freedom, leav-
ing only three or fewer observations per cell. Standard errors are larger here.
The quasi-experimental estimates in Columns 2 and 3 rise, and I cannot re-
ject ! = 1 in Column 3. However, in the preferred sample that includes all
classrooms (assigning VA predictions of zero to teachers with missing data),
the additional Þxed e! ects make little di! erence at all, and I decisively reject
! = 1. Row 5 presents a speciÞcation with both school-subject-year e! ects
and instrumentation for follower teachers. The main placebo test coe" cient
is insigniÞcant here, but my preferred forecast bias coe" cient (in column 6) is
unchanged, at 0.89, and remains signiÞcantly di! erent from 1.

The inclusion of school-subject-year e! ects is not the only way to address
the possibility that common shocks would a! ect both teachersÕ VA predictions
and studentsÕ lagged scores. An alternative, more consistent with the overall
research design, is to excludet ! 2 data from the predictions of teacher VA in
yearst ! 1 and t. ÒLeave-three-outÓ VA predictions, ensure that there is zero
overlap between the scores used to construct the VA scores and those used for
the dependent variable in the placebo test, as the latter is based only on data
from t ! 2 and t ! 1. Row 6 presents estimates using these leave-three-out
VA predictions. They are quite similar to the baseline estimates, if anything
indicating larger selection problems and smaller quasi-experimental estimates.
Row 7 combines the leave-three-out VA scores with the no-follower IV, with
quite similar results

CFR (2015a) point out that with serial correlation in the school-year-

40I have also explored speciÞcations analogous to those in Columns 3 and 6 where I
instrument for the change in mean prior-year scores with a modiÞed version that excludes
students of teacher Òfollowers.Ó This has no e! ect on the results. When CFR (2015a)
estimate the speciÞcation in Column 1, the coe" cient is insigniÞcantly di! erent from zero,
though this coe" cient is signiÞcant in Los Angeles (Bacher-Hicks et al., 2014). This may be
the sole substantively important di! erence in empirical results across the three samples. In
any event, when CFR (2015a) use the Òno followersÓ design for the main quasi-experimental
speciÞcation (as in Column 2), they estimateö! = 0 .92 and reject the null hypothesis that
! = 1 . This is quite similar to my results.
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subject shocks, a shock int ! 3 would inßuence leave-three-out VA scores
and be correlated with the shock to prior-year scores for thet ! 1 cohort, po-
tentially biasing leave-threee-out placebo test. Such serial correlation would
create a similar bias in the CFR-I quasi-experiment, ast ! 2 shocks enter into
VA scores and would be similarly correlated with the shock tot ! 1 scores,
and indeed one would expect the leave-three-out strategy to reduce bias.

Nevertheless, rows 8 and 9 present estimates that use leave-four-out and
leave-Þve-out VA scores that exclude not justt ! 2 but also t ! 3 and (in Row
9) t ! 4 data from the calculations. Results are extremely stable. In row 10,
I take this to the logical extreme, using only data fromt + 1 and thereafter
to forecast (backcast) VA int ! 1 and t. This speciÞcation, proposed by CFR
(2014d), should entirely eliminate any mechanical e! ect of the form that CFR
(2014d; 2015a) propose, but estimates are basically unchanged Ð if anything,
the forecast bias coe" cient falls from the baseline speciÞcation (ö! = 0.83 vs.
0.86).

Taking the various speciÞcations in Table B1 together, along with the non-
test placebo analysis in Table 2, the evidence is clear that mechanical e! ects
cannot account for the results.

B.2 Teachers with missing leave-two-out predictions

CFR-IÕs key VA measure used in each paper is a Òleave-two-outÓ forecast of
a teacherÕs outcomes in yeart or t ! 1 based only on data from prior to
t ! 1 or after t. This forecast can be seen as an Empirical Bayes prediction
of the teacherÕs impact int ! 1 or t, and by construction is an unbiased
prediction of the VA score in that year. When teachers are observed only in
t ! 1 or t, however, there is no other data on which to base this forecast. In
most of their analyses, CFR-I exclude such teachers, and their students, from
their calculation of school-grade-year means. I argue above that this sample
selection biases the key coe" cient ö! toward the null hypothesis of ! = 1.
Following one speciÞcation in CFR-I and most of the analysis in CFR (2014b;
ÒCFR-IIÓ), he includes these teachers and their classrooms, assigning them a
VA prediction equal to the grand mean.

The grand mean is an unbiased prediction of every teacherÕs VA, and is the
logical extension of the Empirical Bayes methodology for CFR-IÕs leave-two-
out predictions. But the relevant prediction for CFR-IÕs quasi-experimental
analysis is of the school-grade-year mean VA, not that of the individual teacher.
If VA is correlated across teachers within schools, then the average of unbi-
ased forecasts for each teacher is a biased forecast of the average VA at the
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school. Failure to account for this would create upward bias in both CFR-IÕs
quasi-experimental coe! cient ö! and my placebo test coe! cient. Importantly,
this bias arises even if leave-two-out forecasts are available for every teacher.
Avoiding it would require shrinking teachersÕ observed performance toward
the school mean rather than toward the grand mean, and using school average
performance rather than the overall average to predict VA for teachers with
missing leave-two-out data.

Table B2 explores alternative strategies for assigning VA predictions to
teachers with missing leave-two-out data. Following CFR (2015a), I use CFR-
IÕs leave-two-out predictions for teachers for whom they are available in every
speciÞcation in this table, though the above discussion suggests that the should
be changed as well.

Panel A presents CFR-IÕs main regression of the year-over-year change in
school-grade-subject mean test scores on the corresponding change in mean
teacher predicted VA. Panel B presents my placebo test, replacing the depen-
dent variable with the change in meanprior year scores. Panel C augments
the Panel A speciÞcation with a control for the change in mean prior year
scores.

The Þrst two columns reproduce estimates from the main paper for con-
text: Column 1 leaves the teachers with missing leave-two-out predictions and
their students out of the school-grade-year means, while column 2 includes
them using the grand mean for the teachersÕ VA predictions. When the teach-
ers are left out, ö! = 1.03 (standard error 0.02) when studentsÕ prior scores
are not controlled, and the null hypothesis of! = 1 is not rejected. But the
placebo test fails, with a highly signiÞcant coe! cient of 0.14, and when stu-
dentsÕ prior-year scores are controlled the key coe! cient falls to 0.93 (0.02)
and the null hypothesis is rejected. When teachers with missing leave-two-out
predictions are included, even the baseline speciÞcation in Panel A rejects the
null hypothesis (ö! = 0.90, SE 0.02). The placebo test result is weaker but still
signiÞcant, and the speciÞcation that controls for observables yieldsö! = 0.86
(SE 0.02).

Columns 3-5 present results from other imputations. Column 3 uses the
(appropriately shrunken) mean residual of all teachers at the school in all
years other thant ! 1 or t to forecast the VA of teachers in those years who
are not seen outside that window. This method would be robust to correlations
among teachers at the same school. Column 4 uses the mean residual of all
teachers across all schools who are observed for two years or less. This captures
the possibility that the teachers with missing leave-two-out predictions may
systematically di" er from others. Finally, Column 5 uses the mean for such
teachers at the same school, as in other cases using only data from outside the
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t ! 1 to t window.
Results are qualitatively similar across all of the di! erent imputation mod-

els. In each case, the baseline speciÞcation in Panel A yields an estimatedö!
between 0.90 and 0.93, all signiÞcantly di! erent from one. The placebo test
fails regardness of the imputation used, with the models that use only same-
school data indicating much larger placebo test violations. And when prior
scores are controlled, the key coe" cient falls to between 0.85 and 0.89, again
always signiÞcantly di! erent from one. It is clear that non-independence of
teacher VA within schools cannot account for my results.

Table B3 takes a di! erent approach to the issue of missing leave-two-out
predictions. Column 2 of CFR-IÕs Table 5 suggests a substantial degree of
forecast bias when teachers with missing VA predictions are assigned the grand
mean VA, and as Table 1 indicates the same is true in the North Carolina
sample. But CFR (2015a) point instead to Columns 3 and 4 of CFR-I, Table
5, reproduced for the North Carolina sample in Table A5. These limit the
sample to school-grade-subject-year cells with few (Column 3) or no (Column
4) missing VA predictions, and in each sample they indicate less forecast bias.
CFR (2015a) interpret this as evidence that the imputation algorithm accounts
for the result in Column 2, and argue that the Column 4 result in particular
indicates that VA predictions are unbiased, at least in the subsample of school-
grade-subject-year cells with no missing VA predictions.

But this result is not at all robust. In particular, it evaporates when school-
year Þxed e! ects are added. These Þxed e! ects are included in CFR-IÕs main
speciÞcations but omitted without explanation from their Table 5.

The odd numbered columns of Table B3 report the four speciÞcations from
CFR-IÕs Table 5. Note that the placebo test coe" cients are quite large in
these columns, though the models with controls in columns 1, 5, and 7 yield!
estimates that are not distinguishable from 1 (in large part because the models
without controls yield ! estimates well in excess of 1).

As noted, these speciÞcations, following CFR-I, include only year Þxed
e! ects, rather than the school-year e! ects included in the models that CFR-I
prefer in the rest of their analysis. This raises the possibility of bias from
unmodeled school trends. The even numbered columns of Table B3 add back
the school-year Þxed e! ects.41 This change reduces the placebo coe" cients,
which become insigniÞcant in columns 6 and 8. But it also reduces the forecast
bias coe" cients. CFR-IÕs preferred model, which limits the sample to cells with

41One might worry that the no-missing-data subsample in Column 7 is not large enough
to permit any degree of precision with school-year Þxed e! ects. But standard errors increase
by less than 20% when these are added, much less than the increase (of nearly 100%) when
cells with missing VA predictions are discarded.
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no missing data, yields a forecast bias coe! cient of ö! = 0.92 without controls
and 0.90(signiÞcantly di" erent from one) with a control for the change in prior
year scores. This is broadly similar to what is obtained from the full sample.

C Rejoinder to CFR (2015a)

The exchange between myself and Chetty, Friedman, and Rocko" (CFR) has
involved several rounds of private communication, dating back to 2010, and
a more recent exchange of public drafts and responses. Throughout, it has
been constructive and scholarly, and I have learned a great deal from it. I
am grateful to CFR for their role in it, and the current draft of my Comment
(dated March 2016) reßects many good points that CFR have made.

Nevertheless, CFR and I continue to have sharply di" erent interpretations
of what the empirical patterns mean for the substantive questions under inves-
tigation. My Comment reßects my interpretation; CFR o" er a very di" erent
interpretation in their Reply. In this appendix, I discuss the July 2015 version
of CFRÕs Reply (CFR 2015a), written in response to the October 2014 version
of my Comment (Rothstein, 2014). CFR may update their Reply to respond
to the revised version of my Comment. If so, I will update this rejoinder. To
ensure a complete record, the original rejoinder (dated March 2016) will re-
main posted on my webpage, athttp://eml.berkeley.edu/~jrothst/CFR/
supplement_mar2016.pdf.

I respectfully disagree with many of the conclusions drawn by CFR (2015a),
which in many cases are based on claims that are theoretically correct but turn
out, upon investigation, to be empirically irrelevant. None of the evidence
presented by CFR (2015a) alters the main conclusions of my earlier draft,
which persist in the current version:

1. That the CFR-I (2014a) research design is not a valid quasi-experiment
because the treatment is correlated with observable determinants of the
outcome;

2. That much but not all of the problem derives from CFR-IÕs exclusion of a
non-random subset of classrooms from school-grade-subject-year means;

3. That estimates that adjust for di" erences in observables indicate a non-
trivial but not enormous degree of Òforecast biasÓ; and
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4. That estimates of teachersÕ long-run e! ects are not at all robust and
quite likely to be biased by student sorting.

I begin by laying out CFR (2015a)Õs six main arguments, in order of their
importance to my conclusions, along with my responses. I follow this by pre-
senting simulation evidence to support one of these responses. In the interests
of space, I do not discuss other arguments made in CFRÕs response that are
less relevant to my conclusions.

CFR (2015a)Õs six main arguments are:

1. Examination of prior test scores is not informative about the validity
of CFR-IÕs quasi-experimental research design, because value-added is
estimated from prior test scores and is thus mechanically correlated with
them.

It is theoretically correct that the use of prior test scores in the construction
of the VA measures could create a spurious correlation, making it appear that
changes in teacher VA are not randomly assigned. But in practice, this does
not account for the result. The main text and Appendix B present a number of
analyses that probe this possibility. All indicate that the failure of the placebo
test is real, not spurious. The most deÞnitive is an alternative placebo test
that is based solely on non-test student characteristics (race, gender, special
education, free lunch status, limited English status, grade repetition, etc.).
This test is entirely immune from mechanical correlations, but also shows that
changes in mean teacher VA, as estimated by CFR-I, are signiÞcantly related
to changes in student preparedness (see Table 242).

2. The primary source of the correlation between changes in teacher value
added (VA) and changes in prior test scores is common shocks that a! ect
both. When these so-called Òmechanical e! ectsÓ are addressed via changes
in the speciÞcation, the correlation is eliminated.

CFR (2014d; 2014e; 2015a) have advanced this idea in a series of public re-
sponses over the last eighteen months, pointing to potential mechanical e! ects

42Unless otherwise speciÞed, all table references are to tables in the March 2016 version
of my comment, Rothstein (2016).
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deriving from teachers who follow students across grades or from school-year-
subject-level shocks. As noted above, explanations based on test score dy-
namics cannot possibly account for the placebo test result, as it holds even
when non-test variables are used in place of prior test scores. Moreover, for
each proposed mechanical channel, I have implemented alternative speciÞca-
tions of the placebo test that close o! that channel. In particular, I close
o! the teacher-follower channel by instrumenting with VA changes computed
only over non-follower teachers, and I close o! the school-year-subject shock
channel by using Òleave three outÓ VA measures that do not rely on data from
t ! 2 in computing VA predictions for t ! 1 or t. Results are remarkably stable
across speciÞcations (see Appendix Table B1).

CFR (2015a) suggest that there may be school-level shocks that are corre-
lated across years, so that shocks int ! 3 inßuence both VA predictions fort ! 1
teachers (even whent ! 2 data are excluded) and the prior year scores oft ! 1
students, which are measured int ! 2. Serially correlated school-level shocks
could produce the failure of my placebo test even when I use leave-three-out
VA scores that do not rely ont ! 2 data.

To ensure that my results are not driven by this channel, I estimated spec-
iÞcations that exclude all data from several years before the{ t ! 1, t} window
from the VA predictions. If in fact the placebo test result derived from serially
correlated shocks, the coe" cient should decline as more years are excluded.
But in fact this has essentially no e! ect on the results Ð even when I base
VA predictions solely onfuture data. Thus, while CFR-I present simulation
evidence that serially correlated shockscould drive the results, the empirical
evidence from real data indicates that they do not.

It is also worth noting that the dynamics that CFR (2015a) propose as
sources of mechanical e! ects would in general invalidate not just the placebo
test but also CFR-IÕs quasi-experimental research design itself, and would lead
CFR-I to understate forecast bias. School-year or school-subject-year shocks
that are correlated betweent ! 2 and t ! 1 would invalidate the design, as
the leave-two-out teacher VA predictions fort ! 1 would be inßuenced by
shocks correlated with those to studentsÕt ! 1 test scores.43 It would take a
very particular dynamic structure to generate correlations betweent ! 3 and
t ! 2 scores but not between those int ! 2 and t ! 1. Similarly, the presence

43CFR (2015a) present a speciÞcation with school-subject-year FEs. But with only two
or three observations (grades) per school-subject-year cell, these speciÞcations rely very
heavily on a strict exogeneity assumption that is prima facie violated by teachers who
switch grades within schools. In my explorations with simulated data Ð including with the
data generating process of the simulations used in CFR (2015a)Õs Table 4 Ð I have found
that these speciÞcations are very poorly behaved.

A-10



of meaningful numbers of ÒfollowerÓ teachers would imply that the outcome
in the quasi-experiment reßects not only the quality of the grade-g teachers
but also the (correlated) quality of gradeg ! 1 teachers, and thus that the
quasi-experimental coe! cient overstates the parameter of interest,! .

3. The augmented quasi-experimental speciÞcation that includes a control
for the change in prior year scores yields a biased estimate of the forecast
bias coe! cient ! .

Again, this is theoretically possible, but the claim that it is relevant in prac-
tice is pure speculation unsupported by evidence. CFR (2015a) hypothesize
that the change in prior year scores has two components, with one component
correlated with the change in VA but not with the change in end-of-year scores
and the other correlated with end-of-year scores but not with VA. This might
be a reasonable hypothesis if the Òmechanical e" ectsÓ claims discussed above
held up. Even here, quite restrictive dynamic structures would be needed to
generate mechanical e" ects from sources that are uncorrelated with the de-
pendent variable in CFR-IÕs analyses. CFR (2015a) argue for ÒnonparametricÓ
speciÞcations, but their speciÞcations and simulations generally rely on quite
strong implicit assumptions. But as noted above, the evidence does not sup-
port CFRÕs claims about mechanical e" ects. Without them, while anything
is possible, the only reasonable conclusion is that CFRÕs (2015a) conclusions
rely on quite speculative, unsupported assumptions.

It is also possible, and more likely, that both the speciÞcation without
a control for prior year scores (as in CFR-I) and one with such a control
(as in my preferred analyses) are biased by unmeasured components of the
endogeneity of teacher VA changes. I do not claim that the speciÞcation with
controls is highly credible. But in the presence of clear evidence that the
quasi-experimental treatment is not randomly assigned, and that this isnot
attributable to CFR (2015a)Õs hypothesized mechanical e" ects, a speciÞcation
with controls is preferable, in my view, to one that does nothing to address
the endogeneity of treatment. Moreover, I show (see Table 3) that the top-line
result of forecast bias around 10-15% (i.e., ofö! around 0.85-0.9) is robust to
several ways of addressing the endogeneity, which adds to my conÞdence in
the result.

4. An analysis restricted to school-grade-subject-year cells without missing
data is the most deÞnitive way to address concerns about sample selection
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due to missing data, and validates CFR-IÕs conclusion that VA scores are
forecast unbiased.

I disagree that this is the most deÞnitive way to address concerns about sample
selection due to missing data Ð it requires discarding between three-quarters
(New York) and four-Þfths (North Carolina) of the school-grade-subject-year
cells, and estimates are quite imprecise. Moreover, the remaining sample in-
cludes fewer teachers who are new to teaching or to the sample grades, and
forecast bias in this subsample might be di! erent from that in the broader
population.

More importantly, as discussed in Section B.2, above, the subsample anal-
ysis does not validate the conclusion of no forecast bias. First, I Þnd that the
placebo test coe" cient is quite large and statistically signiÞcant even in the
complete data subsample. Second, CFR-I inexplicably drop the school-year
Þxed e! ects from their preferred speciÞcation when they analyze the complete
data subsample. When I include them the estimate of! is 0.918 without con-
trolling for prior year scores and 0.899 (and signiÞcantly di! erent from one)
when this control is included. This is broadly similar to what is obtained from
the full sample.

Thus, at most this subsample analysis shows that notall of the problem
with CFR-IÕs speciÞcation is attributable to their exclusion of a non-random
subset of classrooms from school-grade-subject-year means. It does not demon-
strate (or even point in the direction) that the design is valid, or that forecast
bias is zero, even locally for the small subset of schools without missing data.
CFR (2015a)Õs statement that Ò[t]his approach consistently yields estimates
of forecast bias close to zero in both the CFR and North Carolina datasetsÓ
is incorrect as it applies to North Carolina, and the single speciÞcation that
CFR have reported from their dataset is not enough to demonstrate the point
there either.

5. The inclusion of all classrooms in the analysis, using grand mean impu-
tation, generates downward-biased estimates of the key parameter! .

We are in agreement that analyses that include all classrooms are not deÞnitive,
but rest on the appropriateness of the model used to predict teachersÕ VA. I
focus on speciÞcations that use the grand mean because this is the strategy
proposed by CFR, who use it throughout their analyses for some (most of
CFR-IÕs speciÞcations) or all (one failed robustness test in CFR-I, and the
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main speciÞcations of CFR-II) of the classrooms with missing data.44 It is
also consistent with CFRÕs prediction model (seen as an example of Empirical
Bayes methods) for classrooms that have data.

That said, the claim that my use of grand mean predictions accounts for
my results is incorrect. CFR (2015a) are correct that positively correlated
VA across teachers within schools could lead to attenuation with grand mean
predictions.45 But again, this theoretical point is not empirically relevant.
Results of both the placebo test and the forecast bias estimation are robust to
a variety of alternative prediction strategies, including some that are robust
to non-independence of teacher VA within schools (which is the source of bias
under grand mean predictions). See the discussion in Section B.2, above. And
even when I follow CFR-IÕs preferred strategy of excluding classrooms without
teacher VA predictions, the results are quite clear that! is less than one in
any speciÞcation that does anything to address the endogeneity of changes in
teacher VA (Table 3).

Four other points are worth noting about the imputation issue:

¥ CFR (2015a)Õs attenuation argument may help to explain why some of
the placebo test coe! cients are smaller when all classrooms are included
than when they are not (see Table 2); it suggests that the failure to re-
ject the placebo test null hypothesis in some all-classroom speciÞcations
should not be taken as support for the exclusion restriction.

¥ CFR (2015a) present a simulation to demonstrate the bias from the
grand mean imputation, but this uses a counterfactually large intra-
school correlation of teacher VA (" = 0.35). When I use a value that
is empirically grounded (" = 0.2), the bias in the simulations is quite
small. CFRÕs (2015a) simulation is explored below in subsection C.1.

44Throughout all of their quasi-experimental analyses, CFR-I and CFR-II impute VA
scores of zero for teachers observed int ! 1 and t but not in other years. At issue is whether
to apply the same imputation to teachers observed only in a single year, as is done in CFR-IÕs
Table 5, Column 2 and throughout CFR-II, or to exclude these teachers and their students
from the analysis, as is done elsewhere in CFR-I. I see no basis for viewing the grand mean
as the correct prediction for the Þrst group of teachers but not for the second, and CFR
have never o! ered an explanation for this.

45They are also correct that using all classrooms on one side of the regression and a
subset on the other can lead to biases. An earlier draft of my comment (Rothstein, 2014)
presented estimates of this form to build intuition for the full-sample results. CFR (2015a)
quite reasonably objected that these speciÞcations were not very informative. They have
therefore been removed.
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¥ CFRÕs simulation assumes that there are no di! erences across classrooms
in studentsÕ prior achievement. My argument for the importance of ac-
counting for classrooms with missing teacher VA was predicated on the
empirical result that studentsÕ prior scores are positively correlated with
teacher VA, so excluding a classroom has e! ects of the same sign on
mean teacher VA and mean student preparedness that bias theö! coe" -
cient upward. It is thus not surprising that CFRÕs simulation shows no
bias from excluding classrooms with missing VA, as it fails to include the
relevant features of the real data. Where the real data are concerned,
CFR (2015a) may object to the particular imputation model proposed by
CFR-I, but they do not dispute that excluding classrooms with missing
data, as in CFR-IÕs main analyses, biasesö! .

¥ Finally, the data generating process for CFR (2015a)Õs simulation vio-
lates the exclusion restrictions that CFR-I require to identify! , even
with random assignment and complete data, as these restrictions rule
out non-zero intra-school correlations. If the intra-school correlation is
non-zero, the change in the average of unbiased predictions of individual
teachersÕ VA is not an unbiased prediction of the change in the average
VA. If the correlation is positive, CFR-IÕs methods will likely overstate
the change in VA, biasingö! upward. This could o! set bias from endoge-
nous teacher switching (or from endogenous sample selection).

These points are discussed in more detail in Section C.1, below.
One Þnal point: While we agree that speciÞcations that include all class-

rooms rest on the appropriateness of the model used to predict teachersÕ VA,
it is also true that speciÞcations, like those that CFR-I prefer, which exclude
a non-random set of classrooms also rest on assumptions. These assumptions
are quite implausible Ð they require that student preparedness be uncorrelated
with teacher VA. It is empirically the case that studentsÕ observablesare cor-
related with teacher VA; whether their unobservables are as well is the entire
point of the CFR-I exercise. So while it is reasonable to disbelieve speciÞca-
tions that rely on imputations, it is not reasonable to treat those that simply
exclude teachers with missing data as unbiased.

6. It is not the case that a regression of long-run outcomes on teachersÕ test
score VA, with controls for observables, is consistent under more general
conditions than is CFR-IIÕs two-step procedure.
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This point responds to an earlier version of my comment (Rothstein, 2014).
CFR (2015a)Õs discussion of this issue clariÞed it substantially for me, and the
revised comment has been rewritten with this in mind.46 I believe that the
main point stands.

CFR are correct that the exclusion restrictions under which my approach
identiÞes! do not strictly nest those under which CFR-IIÕs approach identiÞes
that parameter, and that when students sort into classrooms on the basis of
teachersÕ impacts on long-run outcomes (i.e., on the basis of"j ) then their
approach can be consistent for! even when mine is not. Nevertheless, I
remain unconvinced that their exclusion restrictions are remotely plausible.

A useful way to see it is that regressions with controls identify a potentially
di! erent parameter,! X , under weaker Ð still not very plausible, but more so
Ð restrictions. The two parameters are equal unless students are sorted into
classrooms on the basis of the portion of teachersÕ long-run e! ects that cannot
be predicted by the teachersÕ test score value added. I view this kind of sorting
as implausible Ð I think it unlikely that parents can discern teachersÕ long-run
impacts Ð so I think the parameters are likely to be quite similar, and I view
the di! erence between theö! and ö! X estimates as a sign that the former is
biased due to failures of CFR-IIÕs exclusion restrictions.

One may or may not interpret ö! X as a good estimate of! X . But the
evidence clearly indicates that the conditions required for CFR-IIÕs approach
are not satisÞed. Thus, we do not have reliable estimates of! . In my view, the
fact that results are quite di! erent under my approach is a strong indication,
though not deÞnitive proof, that the CFR-II strategy overstates teachersÕ long
run impacts by a great deal.

C.1 Simulations of the e ! ect of missing data

Under point 5, above, I referred to CFRÕs (2015a) simulation evidence
about the e! ect of di! erent ways of handling teachers with missing VA predic-
tions. In CFRÕs simulation, VA is unbiased Ð indeed, it is measured without
any error at all. Thus, the true value of# is one. CFR (2015a) show that in
this case,ö# is close to one when data are available for all teachers or when

46In personal communication regarding the long-run analysis, CFR emphasized measure-
ment error in teacher VA. Responding to this, I (Rothstein, 2014) presented IV speciÞcations
designed to eliminate attenuation due to measurement error in an explanatory variable, with
zero impact on the results. CFR now point to a di! erent dynamic, so I no longer emphasize
the IV results.
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teachers with missing data are excluded from the analysis, but thatö! is only
0.88 when teachers with missing data are included with their predicted VA
scores set to zero. This last result is driven by an assumption that VA is posi-
tively correlated among teachers in the same school; failing to account for this
in assigning VA predictions to teachers without them leads to overstating the
magnitude of changes in VA.

But there are two big problems with this simulation. First, the intra-class
correlation (ICC) in the simulation is set to 0.35, which is far too large. CFR
(2015a) report that the ICC in the actual New York data is only 0.2; I obtain
a somewhat smaller value, around 0.16, in North Carolina. An ICC of this
magnitude does not cause much of a problem for the grand mean predictions.
Table B4 reproduces CFR (2015a)Õs simulation results in row 1, then reports
results using a more realistic ICC of 0.2 in row 2. With grand mean predictions,
ö! = 0.93, much closer to one than in the large-ICC simulation or than in the
empirical results from either the New York or the North Carolina samples.

Second, CFR (2015a)Õs simulation assumes that teachersÕ VA is known
with certainty. In fact, a key portion of the CFR-I empirical strategy is to
predict each teacherÕs VA in one year based on noisy measures of her perfor-
mance in other years, and these predictions assume the ICC is zero. With a
non-zero ICC, CFR-IÕs methods do not identify the degree of forecast bias.47

Rows 3 and 4 of Table B4 extend the CFR (2015a) simulation to include pre-
dictions of VA scores based on observed outcomes in other years. I assume
that each teacher is observed in four years other than the ones used for the
quasi-experimental analysis, and that each year provides an independent noisy
signal of the teacherÕs underlying VA with reliability 0.4. I do not allow drift
in teacher quality across years. I use a high ICC of 0.35 in Row 3, and a lower
value of 0.2 in Row 4. These simulations yield estimates of! that are well
below one (0.86 and 0.93, respectively) even when VA predictions are avail-
able for all teachers. This suggests that with a positive ICC, an estimate of
ö! = 1 will obtain only if ö! is upward biased from some other source, such as an
association between! Qsgmt and the change in prior determinants of student
outcomes.

47SpeciÞcally, CFR-I construct ! Qsgmt as the change in the average of unbiased predic-
tions (if ! = 1 ) of teachersÕ VA scores. But their Assumption 3 requires that! Qsgmt be
an unbiased predictor of the change in the average true VA. When the ICC is not zero,
the average of unbiased predictions is not an unbiased prediction of the average. Thus, a
non-zero ICC implies that CFR-IÕs Assumption 3 is violated, and thus theb coe! cient from
CFR-IÕs equation (15) does not identify! . CFR (2015a)Õs characterization of their simu-
lation (Òsimulated data in which none of CFRÕs identiÞcation assumptions are violatedÓ) is
therefore incorrect.
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In other words, it is odd that CFR (2015a) defend their methods by point-
ing to the inappropriateness of grand mean imputation in the presence of
a correlation among teachers at the same school, as (a) CFR-I use exactly
this imputation for many teachers throughout their analysis and (b) CFR-IÕs
entire empirical strategy is predicated on an (implicit) assumption that this
correlation is zero. Moreover, in CFR (2015a)Õs own simulation an empirically
reasonable value of the ICC does not lead to enough attenuation to account
for the empirical results.

A-17



!"#$%&'('
)"* +,-.//&%'012/'23'45.*#&'"*'67&%.#&'8&.-5&%'0%&9"-/&9':6'.*9'45.*#&'"*'67&%.#&'

;*9 +23+<&.%',-2%&'
'

0.*&1'6='>&?'<2%@'4"/A'

'
'

0.*&1')='>2%/5'4.%21"*. '

!
!

"#$%&'!()*%+!,!-&!$).%*!/0#1!234567!3-890%!:,7!)*;!<#00%&=#*;&!$#!>)?+%!@7!2#+91*!@7!()*%+!,A!()*%+!
B!-&!<#*&$09<$%;!&-1-+)0+C!9&-*8!"#0$D!2)0#+-*)!;)$)!)*;!<#00%&=#*;&!$#!$D%!&)1=+%!9&%;!-*!>)?+%!@7!
2#+91*!E7!()*%+!BA!F)<D!=0%&%*$&!)!?-**%;!&<)$$%0!=+#$!#/!<#D#0$5$#5<#D#0$!<D)*8%&!-*!&<D##+580);%5
C%)05&9?G%<$! )H%0)8%! &<#0%&! )8)-*&$! <D)*8%&! -*! &<D##+580);%5C%)05&9?G%<$! )H%0)8%! =0%;-<$%;!
$%)<D%0! I,7!)/$%0!0%&-;9)+-J-*8!%)<D!)8)-*&$!C%)0!K()*%+! ,L!#0!&<D##+5C%)0!K()*%+!BL!/-M%;!%//%<$&A!
N<D##+580);%5C%)05&9?G%<$! <%++&! )0%! ;-H-;%;! -*$#! $O%*$C! %P9)+5&-J%;! 80#9=&! KH-*8$-+%&L! ?C! $D%!
<D)*8%!-*!)H%0)8%!=0%;-<$%;!$%)<D%0!I,Q!=#-*$&!=+#$!1%)*&!#/!$D%!C5!)*;!M 5H)0-)?+%&!-*!%)<D!80#9=A!
N#+-;! +-*%&! =0%&%*$! ?%&$! +-*%)0! /-$&! %&$-1)$%;! #*! $D%! 9*;%0+C-*8! 1-<0#! ;)$)! 9&-*8! RSN! O-$D!C%)0!
K=)*%+!,L!#0!&<D##+5C%)0!K=)*%+!BL!/-M%;!%//%<$&Q!<#%//-<-%*$&!)*;!&$)*;)0;!%00#0&!K<+9&$%0%;!)$!$D%!
&<D##+5<#D#0$!+%H%+L!)0%!&D#O*!#*!%)<D!=+#$A!

2622 THE AMERICAN ECONOMIC REVIEW SEPTEMBER 2014

Panel A. Changes in actual scores

! 0.1

! 0.05

0

0.05

0.1

! 0.1

! 0.05

0

0.05

0.1

C
ha

ng
es

 in
 s

co
re

s

! 0.1 ! 0.05 0 0.05 0.1

! 0.1 ! 0.05 0 0.05 0.1

Changes in mean teacher value-added

Panel B. Changes in predicted scores based on parent characteristics

C
ha

ng
es

 in
 p

re
di

ct
ed

 s
co

re
s

Changes in mean teacher value-added

(0.005)

Coef. =  0.004

(0.033)

Coef. =  0.974

F!"#$% 4. E&&%'() *& C+,-"%)  !-  T%,'+!-"  S(,&& *-  S'*$%) ,'$*))  C*+*$()

Notes: This . gure plots changes in average test scores across cohorts versus changes in aver-
age teacher VA across cohorts, generalizing the event study in Figure 3 to include all changes 
in teaching staff. Panel A is a binned scatterplot of changes in actual scores versus changes in 
mean VA, corresponding to the regression in column 1 of Table 4. Panel B is a binned scat-
terplot of changes in predicted scores based on parent characteristics versus changes in mean 
VA, corresponding to the regression in column 4 of Table 4. See notes to Table 4 for details 
on variable de. nitions and sample restrictions. Both panels are plotted using the core sam-
ple collapsed to school-grade-subject-year means, as described in Section VC. To construct 
these binned scatterplots, we . rst demean both the x- and y-axis variables by school year to 
eliminate any secular time trends. We then divide the observations into 20 equal-size groups 
(vingtiles) based on their change in mean VA and plot the means of the y variable within each 
bin against the mean change in VA within each bin, weighting by the number of students in 
each  school-grade-subject-year cell. The solid line shows the best linear . t estimated on the 
underlying microdata using a weighted OLS regression as in Table 4. The coef. cients show 
the estimated slope of the best-. t line, with standard errors clustered at the  school-cohort level 
reported in parentheses.
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