


 

 

 

 

 

Overview 

Over the past several decades, the Social Security Administration has tested many new 

policies and programs to improve work outcomes for Social Security Disability 

Insurance beneficiaries and Supplemental Security Income recipients. These 

demonstrations have covered most aspects of the programs and their populations. The 

demonstrations examined family supports, informational notices, changes to benefit 

rules, and a variety of employment services and program waivers.  

A “State of the Science Meeting,” sponsored by the Social Security Administration 

and held on June 15, 2021, commissioned papers and discussion by experts to review 

the findings and implications of those demonstrations.  

A subsequent volume—Lessons from SSA Demonstrations for Disability Policy and 

Future Research—collects the papers and discussion from that meeting to synthesize 

lessons about which policies, programs, and other operational decisions could provide 

effective supports for disability beneficiaries and recipients who want to work. This 

PDF is a selection from that published volume. References from the full volume are 

provided. 
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University of Maryland, Baltimore County 

An evaluation plan should be developed as the first step in evaluating a program or 

intervention at the heart of a demonstration. This plan can include decisions about the 

types of evaluation to conduct (the menu includes process analysis, impact analysis, 

and cost-benefit analysis). For impact analyses, the plan includes whether to use an 

experimental design, a quasi-experimental design, or some other approach; how to 

select the geographic area(s) to include in the evaluation; whom to include in the 

research population (e.g., everyone affected by the intervention being evaluated or just 

those who volunteer to participate in the evaluation); the outcomes to assess (e.g., 

earnings, transfer benefit amounts, health status, mortality); the number of years over 

which to assess those outcomes; the data to collect or obtain and use (e.g., survey data, 

administrative data, observation data); and the statistical methods for analysis. 

(Though we focus on impact evaluations in this chapter, other types of evaluations 

require similar decisions with analogous considerations.) Decisions concerning these 

topics can cause enormous variation in how evaluations are conducted and the 

conclusions that they produce. 

The first section of this chapter (“Major Evaluation Design Lessons”) discusses 

these topics, using the evaluation designs from 16 Social Security Administration 

(SSA) evaluations to illustrate the points we make. These 16 are evaluations for which 

a published impact evaluation exists and where either the Social Security Disability 

Insurance (SSDI) program or the Supplemental Security Income (SSI) program was 

involved. Because the findings from these evaluations are described elsewhere in this 

book, we do not cover findings here, instead focusing on design and analysis topics. 

The chapter’s second section (“Areas for Further Exploration”) discusses some topics 

about evaluation in practice that so far have garnered little attention in the SSA’s 

evaluations but are worth examining in future evaluations. These topics include 

alternative experimental designs (e.g., cluster randomization, staggered rollout 

designs, and factorial designs), rarely estimated effects (e.g., general equilibrium 

effects, entry effects, program components effects), and site representativeness. The 

chapter’s final section presents our conclusions. 

Throughout, we suggest options that we believe might improve the evaluations. 

These suggestions are not meant as criticisms of past evaluations (evaluation reports 
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do not always describe all the designs considered but not implemented or the reasons 

that particular designs were adopted); instead they are used to flag future opportunities. 

The 16 evaluations we reviewed are listed in Exhibit 2.1.  

Exhibit 2.1. Reviewed SSA Evaluations 

Non-Experimental 

Proof-of-Concept Studies 

Benefits Entitlement Services Team (BEST) demonstration 

Homeless with Schizophrenia Presumptive Disability (HSPD) Pilot demonstration 

Impact Analyses 

Homeless Outreach Projects and Evaluation (HOPE) demonstration 

State Partnership Initiatives’ SSI Work Incentives Demonstration Projecta 

Experimental 

Classical Experiments 

Transitional Employment Training Demonstration (TETD)  

Project NetWork demonstration 

Accelerated Benefits (AB) demonstration  

Benefit Offset Pilot Demonstration (BOPD)  

Benefit Offset National Demonstration (BOND) 

Mental Health Treatment Study (MHTS) demonstration 

Youth Transition Demonstration (YTD)  

Promoting Readiness of Minors in SSI (PROMISE) demonstration 

Promoting Opportunity Demonstration (POD) 

Demonstration to Maintain Independence and Employment (DMIE)  

Nudging Timely Wage Reporting experiment 

Natural Experiment 

Ticket to Work program 

a Implemented by the State Partnership Initiative (SPI) in California, New York, Vermont, and Wisconsin 

(Kregel 2006a). Also known as the SSI Waiver Demonstration Project. 

MAJOR EVALUATION DESIGN LESSONS FROM THE SSA 

EVALUATIONS 

The unit of analysis in the 16 evaluations we review is individuals who were 

receiving or potentially eligible to receive SSDI, SSI, or both. All but 2 of the 16 

estimated the impacts of the demonstration’s interventions, although most addressed 

other questions, as well. Consequently, most of this section focuses on estimating the 

impacts of the program innovations evaluated in the SSA evaluations. However, near 

the end of the section, we briefly discuss the roles of process analyses and cost-benefit 

analyses in the SSA evaluations. Process analyses are essential for interpreting impact 

estimates, and impact estimates are key ingredients of cost-benefit analyses. 

To estimate the impacts of an intervention, an evaluation must make comparisons 

between a treated and untreated state. The “treated” state is the exposing of individuals 

(the “treatment group”) to the intervention itself or to an offer of it. The “untreated” 

state is the withholding of the intervention. Evaluators call the untreated state the 
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“counterfactual” and use it to determine what would have happened in the absence of 

the intervention. 

Of the 14 impact evaluations we reviewed, 12 based their comparisons on an 

“experimental” design, meaning participants in the evaluation (the “research sample”) 

were randomly assigned in a lottery-like process either to one or more treatment 

groups or to a “control group” that continued to be subject to the policies or programs 

that already existed (the counterfactual). In an experimental design, random 

assignment ensures that the treatment group(s) is initially similar to the control group. 

As a result, any measured difference in outcomes between the treatment and control 

groups can be attributed to the intervention: that is, the treatment caused the difference 

(on average). 

The two other impact evaluations relied on “quasi-experimental” designs, which 

still made comparisons between the treatment and counterfactual conditions, but they 

did not use random assignment to allocate evaluation participants between the 

treatment group and a “comparison” group. In the quasi-experiments, evaluators made 

attempts to adjust for any initial differences between the groups being compared. 

Non-Experimental Designs 

“Non-experimental designs” refers to evaluations in which there was no 

randomized control group. Of the 16 SSA evaluations we reviewed, four were non-

experimental. Two of these attempted to estimate impacts (as such, they can be 

classified as “quasi-experimental,” as discussed above) and two did not attempt to 

estimate impacts. These latter two were “proof-of-concept” studies. Because most of 

this chapter is concerned with impact analysis, we first briefly describe the two non-

experimental evaluations that did not attempt to estimate impact and then discuss the 

two that did in greater detail. 

Proof-of-Concept Studies 

The Benefits Entitlement Services Team (BEST) demonstration project examined 

whether homeless SSI and SSDI applicants in Los Angeles County could achieve 

faster determinations and increased program entry. The Homeless with Schizophrenia 

Presumptive Disability (HSPD) Pilot evaluation, located in three offices in Northern 

California, also aimed to achieve faster determinations for homeless SSI applicants, as 

well as higher payment amounts. BEST had no comparison group; as a result, program 

impacts could not be estimated, and the evaluation made no causal claims (Kennedy 

and King 2014). HSPD had three comparison groups, comprising individuals with 

similar diagnoses as those in the treatment group but who did not receive assistance in 

the SSI application process. Differences between the treatment group’s and 

comparison group’s outcomes were calculated, and t-tests were used to gauge 

statistical significance. However, the evaluation did not attempt to control for 

underlying differences in characteristics between the groups, and the evaluation report 
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made no causal claims (Bailey, Goetz Engler, and Hemmeter 2016). The main 

objective of the HSPD evaluation was to see whether the treatment could be 

successfully implemented, not to estimate impacts. 

Although neither of these evaluations claimed to estimate causal impacts, they 

both provided other valuable information. Proof-of-concept studies such as these are 

a useful first step in developing a new program or approach, to see whether it can be 

successfully implemented. After a program is successfully implemented, an impact 

study can be considered. 

Non-Experimental Impact Studies 

We now turn to the two non-experimental evaluations that did estimate impacts. 

Because the groups are not constructed through random assignment, they likely differ 

in ways that will affect their outcomes but for reasons not attributable to the treatment. 

For example, average post-program earnings might differ between the treatment and 

comparison groups because of differences in their education or motivation. If these 

differences are not taken into account, the impact estimates will be biased. That is, 

some of what we call the “impact” will be attributable to the program; some of it will 

be attributable to the groups’ differences in education, motivation, and so on. 

Consequently, it is essential in estimating impacts in non-experimental evaluations to 

adjust for differences in the treatment and comparison groups’ characteristics. 

There are several ways to make such adjustments. We next briefly describe four 

approaches that are common—use of control variables, propensity score methods, 

difference-in-differences analysis, and regression discontinuity analysis—and then 

describe the extent to which the two SSA quasi-experimental evaluations successfully 

controlled for differences between treatment and comparison groups. 

Use of Control Variables 

Most evaluations have available various measures of the research sample’s 

characteristics prior to beginning the treatment. Such characteristics might be, for 

example, their demographics (age, gender, race/ethnicity, etc.), education, and 

previous work experience. Various statistical techniques, with regression analysis 

perhaps the most frequently used, can adjust for differences among individuals in these 

characteristics. This approach has some important limitations. One is that the variables 

could have been inaccurately measured; even random measurement error of an 

independent variable can bias estimates of the treatment impact.1 Second, the way the 

variables are used to make the adjustment may not be correct. For instance, each year 

of education prior to the treatment might be assumed to have the same impact on 

 
1  Random measurement error does not lead to biased estimates of treatment impacts when 

study participants are assigned to treatment status randomly; but in non-experimental 

evaluations, the coefficients could be biased. See, for example, Barnow (1976). 
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earnings, when the 12th year actually has a greater impact than the 11th year. More 

important, measures of some potentially important variables, such as motivation, 

might not be available. In the evaluation literature, such internal characteristics are 

known as “non-observables” (e.g., motivation) as opposed to “observables” (e.g., 

years of education). 

Propensity Score Methods 

Propensity score matching involves statistically matching or weighting members 

of a potential comparison group to individuals in the treatment group on the basis of 

their observable characteristics. In other words, each member of a treatment group is 

paired with one or more potential members of a comparison group on the basis of the 

similarity of those characteristics. The closer the match, the higher the score. Those 

individuals with the highest scores become members of the comparison group; the 

remainder of the observations are discarded.2 Propensity score matching is subject to 

the same limitations as the use of control variables: measurement errors in the 

variables used for matching, how these variables are specified, and the unavailability 

of non-observables. There is evidence that considerable bias sometimes continues to 

exist even after propensity score matching has been done because some of the 

differences between the treatment and comparison group can remain (Smith and Todd 

2005; Wilde and Hollister 2007). King and Nielsen (2019) suggest methods that can 

be used to avoid this drawback. 

Difference-in-Differences Analysis 

If data are available to determine pre-treatment levels of the outcome variables as 

well as post-treatment outcomes for both the treatment and comparison groups, a 

difference-in-differences analysis can be performed. This is the analysis approach that 

is used with a pretest-posttest comparison group design (Shadish, Cook, and Campbell 

2002). Although difference-in-differences analysis can be somewhat complex in 

practice, the basic idea is to net out the pre-treatment differences in outcomes between 

the treatment and comparison groups from their post-treatment differences in 

outcomes (Gertler et al. 2011, chap. 6). For example, if the annual post-treatment 

earnings of the treatment group are $1,000 larger than the annual post-treatment 

earnings of the comparison group, but the pre-treatment difference between the groups 

was $300, a simple difference-in-differences estimate would imply that the net impact 

of the treatment is $700.  

Although this approach is quite powerful and is widely used, it will be incorrect 

to the extent that some factor other than the treatment influences the post-treatment 

difference between the treatment group and the comparison group (e.g., the treatment 

 
2  Guidance on using propensity score matching can be found in Caliendo and Kopeinig, 

(2008). 
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group lived in a state that raised its minimum wage and the comparison group lived in 

a state that did not). If such other factors are present, then estimates of the differences 

between the groups will be biased (Wing, Simon, and Bello-Gomez 2018). 

Regression Discontinuity 

The regression discontinuity design, which can also be complex in practice, 

requires that individuals be assigned to the treatment group and comparison group 

based on their score on some known and non-manipulable measure. For example, 

individuals were assigned based on a score for the severity of a disability—with those 

on one side of the cutoff designated to receive the treatment and those on the other 

side of the cutoff designated to not receive it (see Imbens and Lemieux 2008; Bloom 

2009). Individuals near the cutoff are likely to be very similar, allowing those just 

above and just below it to be appropriately compared. Encouraging evidence exists 

that regression discontinuity can produce findings that are similar to those resulting 

from experimental designs (see Cook, Shadish, and Wong 2008). However, regression 

discontinuity is limited to evaluations in which a score has been used for assignment 

purposes, which occurs relatively rarely. 

Two Examples 

Given this background, consider the two non-experimental SSA evaluations that 

estimated impacts. Both had comparison groups that were very different from the 

treatment groups, but they did not make use of propensity score matching or 

difference-in-differences analysis, and they could not use a regression discontinuity 

design because scores were not used to assign the groups. As discussed in greater detail 

below, this suggests that the findings from these two evaluations are limited. 

The Homeless Outreach Projects and Evaluation (HOPE) treatment was 

implemented in 41 grantee agencies that assisted individuals with disabilities 

experiencing homelessness in applying for SSI or SSDI. Like BEST and HSPD, HOPE 

funded the agencies to attempt to reduce processing time and claim denials. The 

comparison group was composed of individuals with disabilities experiencing 

homelessness at 32 similar agencies that did not receive HOPE funding (McCoy et al. 

2007). Although the agencies were directly subject to the treatment (receiving HOPE 

grants), the objective was to improve the situation for their clients. Consequently, in 

conducting the analysis, the evaluation compared the clients, not the agencies that 

served them. 

In identifying a reasonable comparison group, the evaluators attempted to select 

comparison agencies that had characteristics similar to those of the treatment agencies 

(e.g., in location, agency size, and populations served). The evaluation report did not 

indicate how successful they were in matching the treatment sites along these lines. 

Moreover, there is still the question of why the treatment agencies had received HOPE 

funding and the comparison agencies had not. Although the agencies might have been 
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matched on measurable characteristics, the non-observable characteristics were 

possibly important and related to outcomes. 

The evaluators compared the characteristics of clients at the two sets of agencies, 

reporting “no [statistically] significant differences” (McCoy et al. 2007, xii). The 

evaluation used regression analysis to control for differences in individual applicant 

characteristics between the two groups in estimating impacts on time until benefit 

determination and claim denials. However, there were some serious data problems. 

Although the HOPE agencies provided records for 3,055 clients, the comparison 

agencies provided only 214 records. Beyond the differences in characteristics of 

agencies and their clients, this major difference in data coverage implies additional 

potential bias in the impact estimates. In the future, given similar circumstance, SSA 

might consider using financial incentives in exchange for agencies providing high-

quality administrative records.3 

In additional analysis, the HOPE evaluation made a pre-treatment/post-treatment 

comparison of the housing situation of clients at the treatment agencies. The problem 

with this comparison is that the housing situation for at least some individuals who 

were homeless at the beginning of treatment might be expected to improve even in the 

absence of treatment, a phenomenon sometimes referred to as “regression to the 

mean.” This impact might have been better estimated with a difference-in-differences 

approach, in which the pre-treatment difference in housing situation between the 

treatment and comparison groups was netted out of the post-treatment difference 

between the two groups. Doing this would have required information on both the pre- 

and post-treatment housing situation for the comparison group, but the evaluators did 

not have this housing information. It is not clear whether the comparison agencies 

collected these data. 

An alternative approach to the HOPE evaluation would have been to select 

treatment and comparison agencies when the program was first initiated in 2004, 

perhaps by random assignment. Another, perhaps more feasible possibility would have 

been to have the agencies that wished to adopt HOPE to roll it out randomly, and then 

compare clients at the early rollouts with those at the late rollouts. This is a type of 

“stepped-wedge” design, which we further discuss in the next section (“Areas for 

Further Evaluation”). To use either a random assignment or stepped-wedge approach, 

the assignment mechanism must be incorporated into the evaluation design prior to 

program implementation. This was not done in the case of the HOPE evaluation, 

possibly because the decision to conduct an evaluation was not made until after the 

treatment was implemented. 

SPI’s SSI Work Incentives Demonstration Project (also called “SSI Waiver 

Demonstration Project”) implemented four waivers intended to encourage 

 
3 If all the agencies involved in a demonstration are under contract, then a requirement to 

provide high-quality data can be written into the contract. However, HOPE was operated 

under a grant, not a contract. Moreover, the agencies asked to provide data on the comparison 

group were not part of the grant. 
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employment among SSI recipients by providing financial incentives to those who 

volunteered to be subject to the waivers. Incentives included, for example, cutting the 

SSI benefit reduction rate (BRR) for earned income in half. All four waivers were 

implemented in three states (California, New York, and Wisconsin), and three of the 

waivers were implemented in a fourth state (Vermont). 

As in the case of HOPE, once the intervention had been implemented, it was too 

late to use an experimental design, necessitating creation of a comparison group. The 

evaluator used two alternative comparison groups: (1) SSI recipients in the waiver 

states who were not subject to the waivers because they did not volunteer to participate 

in the demonstration; and (2) SSI recipients in eight non-waiver states that, like the 

four waiver states, received funding under the SPI, but did not implement the waivers.  

Because of limited sample size, the data were pooled across the four treatment 

states and the eight comparison states. Key program impacts that were estimated 

included employment status and gross earnings. In the analyses involving the two 

comparison groups, the evaluator controlled for demographic differences between the 

treatment and comparison group members and for their pre-intake education, training, 

and employment (Kregel 2006b). 

The two comparisons used in the SPI impact study have a number of 

shortcomings: 

• Non-observable differences between the treatment and comparison groups 

might have affected comparisons between the groups’ outcomes. A 

difference-in-differences approach could have been used to account for non-

observable differences. It is not clear why this approach was not used; the 

needed data did apparently exist. However, perhaps the use of pre-treatment 

outcomes in the regression equations was sufficient. 

• The use of volunteers for the treatment group poses a challenge: the treatment 

group includes only volunteers, whereas the comparison groups include only 

non-volunteers of two types. Within states, volunteers were compared to non-

volunteers; across states, volunteers were compared to SSI recipients, only 

some of whom would have been volunteers if they had had the option. 

Propensity score methods could have been used to improve the match 

between the treatment and the comparison groups. 

• Contextual differences exist between the waiver and non-waiver states; and 

differences in how they administered the non-waiver components of the SPI, 

primarily benefits counseling, might have affected the impact estimates. 

These differences were not taken into account in conducting the impact 

analysis. 

• A comparison group did not exist for New York. Because of this and other 

problems with estimating impacts for New York, the state could have been 

dropped from the analysis, or a sensitivity analysis could have been 

conducted with New York omitted. However, New York accounted for about 
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half the available treatment group observations, so omitting it would have 

resulted in dropping a major portion of the treatment group. 

• Although all four treatment states were pooled for purposes of analysis, 

Vermont did not have one of the waivers, whereas the other three states had 

all four. Moreover, there were differences among the states in how they 

implemented the waivers.4 

Given the potentially severe problems listed above, it would have been much 

better to have used a randomized evaluation design to evaluate the waivers 

implemented in the four treatment states. For maximum learning, a multi-armed 

experiment could have been used. However, as discussed next, random assignment 

(multi-armed or not) is not always feasible. In the case of the SPI project, a decision 

to use random assignment would have had to be made prior to implementing the 

intervention but was not. 

A key lesson from these two evaluations for future evaluation is this: it is 

markedly more difficult to adequately evaluate retrospectively than prospectively. 

Evaluations planned prospectively are much more likely to be able to incorporate 

random assignment and thereby produce unbiased impact estimates. 

Experimental Designs 

Unlike non-experimental evaluation designs, randomized (experimental) 

evaluation designs prompt much less concern about differences unrelated to the 

treatment occurring between the groups being compared, except by chance alone. 

Nonetheless, challenges also arise. This subsection first discusses some issues 

concerning the use of randomized designs and then describes the key features of some 

of the 12 SSA experimental evaluations as a means for introducing the challenges 

confronted and lessons suggested by this rich body of past work. 

The Pros and Cons of Social Experimentation 

There is a substantial literature, and substantial spirited discussion, on the merits 

of using experimental evaluations for impact analyses. This chapter is not the place to 

air the full debate, but we raise some of the key issues. 

Burtless (1995) argues that experimental evaluations have several strengths. The 

design: 

• ensures the direction of causality; 

• ensures the absence of selection bias, which can cause incorrect estimates of 

impact; 

 
4  Pooling is further discussed in the subsection “Pooling across Sites.” 
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• permits tests of treatments that do not naturally occur; and 

• makes findings persuasive to policymakers and the public. 

In part because of these strengths, government clearinghouses, such as the US 

Department of Labor’s Clearinghouse for Labor Evaluation and Research (CLEAR) 

and the US Department of Education’s What Works Clearinghouse, generally provide 

higher quality ratings to experimental evaluations over other designs, if the evaluations 

meet other important criteria.5 

Literature disputing the superiority of experimental evaluations falls in two 

categories—practical issues and technical issues.6 Practical arguments against 

experimental evaluations include these: 

• Random assignment in ongoing programs can be disruptive; similar 

individuals in the same offices must be treated differently. 

• Experimental evaluations require more time to arrange for sites to be selected 

and enrolled and mechanisms installed for implementing random assignment. 

• Random assignment in some programs is illegal if the authorizing legislation 

mandates that everyone eligible must receive the program. 

• Random assignment to some programs is unethical.7 

The technical arguments against random assignment generally contend that the 

assumptions required for an experimental evaluation to generate unbiased estimates of 

program impacts are often not met.8 

It is our contention that, when legal and ethical, experiments can overcome their 

shortcomings and provide strong evidence for policy decisions. We discuss the 

experimental design and its merits because SSA has done an admirable job over the 

past nearly four decades using experimental evaluations as a means to uncover the 

impacts of potential policy changes. The consistent use of experimental evaluations 

has provided a strong evidence base for assessing alternative program strategies. Our 

recommendation is that SSA continue to prioritize use of experimental evaluation 

 
5  For example, the criteria for a high rating in CLEAR is as follows: “A high rating means we 

are confident that the estimated effects are solely attributable to the intervention examined. 

Two types of studies can receive a high rating: (1) well-conducted [randomized control trials] 

that have low attrition and no other threats to study validity and (2) [interrupted time series] 

designs with sufficient replication wherein the intervention condition is intentionally 

manipulated by the researcher. [Such] designs that do not qualify for a high rating can be 

evaluated against CLEAR’s evidence guidelines for regression analyses” (DOL 2015). 
6  Bell and Peck (2016a) suggest three categories of concerns with experiments (with a total of 

15 concerns): ethical, scientific, and feasibility. 
7  See, for example, Blustein (2005) for arguments that denying eligibility to participate in the 

Job Corps in order to conduct an evaluation is unethical. 
8  Recent advocates of this position are Deaton and Cartwright (2018) and Cook (2018). The 

former state their conclusion strongly: “We argue that any special status for [randomized 

control trials] is unwarranted” (2).  
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designs; later, in the section “Areas for Further Exploration,” we suggest how the 

agency might push the envelope further. 

Examples of SSA Experimental Evaluations 

All but one of the 11 SSA evaluations designed as experiments used a simple 

procedure to assign individuals to treatment groups and control groups. The random 

assignment procedure is essentially a toss of a fair die that makes the pre-treatment 

characteristics between the groups, whether characteristics are observed or not, the 

same on average. As a result, any differences in post-treatment behavior between the 

groups can be attributed to the treatment, rather than to preexisting differences. (In the 

“Areas for Further Exploration” section of the chapter, we discuss some alternatives 

to the simple random assignment design.) 

To highlight how the experimental evaluation design works in practice, we briefly 

introduce six of the SSA experiments in the remainder of this subsection, highlighting 

their unique features to lend insight into some of the creative things evaluators can do. 

The following subsections discuss many of the challenges these experiments confront. 

Ticket to Work. The Ticket to Work program provided SSI recipients and SSDI 

beneficiaries “tickets” that they could give to vendors in exchange for providing them 

with services and training to assist them in obtaining employment. The evaluation was 

of an actual program that was just being rolled out. For that reason, instead of being 

based on the simple experimental design just described, the evaluation exploited that 

the timing of when SSDI beneficiaries and SSI recipients received their ticket was 

essentially random. This was because, as SSA has done in several projects, the queue 

for receiving a ticket was determined by the last digit of a beneficiary’s or recipient’s 

Social Security number (which is essentially random). Outcomes for those who 

received their ticket earlier were compared to outcomes for those who received their 

ticket later (Livermore et al. 2013). Thus, there was not a control group in the usual 

sense. The evaluation of Ticket to Work is interesting because instead of purposefully 

randomly assigning individuals to treatment and control groups for evaluation 

purposes, it took advantage of a program feature that existed for other reasons.9 This 

is sometimes called a “natural experiment.” 

Project NetWork. Project NetWork, which experimentally tested case 

management as a means of promoting employment among SSI recipients and SSDI 

beneficiaries, had an unusual non-experimental design feature: four different models 

for providing services were tested, with each tested in two of eight sites (Kornfeld et 

al. 1999). However, because only a single treatment was tested in each site, differences 

in how the intervention performed could be assessed only by non-experimental inter-

 
9 One can argue that, technically, Ticket to Work is not an experiment because group 

assignment is not random; however, because group assignment is based on the final digit in 

the Social Security number, which is assigned randomly, we are treating the program as an 

experimental evaluation design here. 
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site comparisons. As a result, any inter-site differences in impacts might be attributable 

to site differences in the characteristics of the participants or in the economic 

environment, rather than differences in the tested intervention. More sites per model 

might have improved these comparisons, but this would have increased the cost of the 

evaluation and might not have been feasible for budgetary reasons.10 A multi-armed 

approach, which is described in the following paragraph, could also have been used. 

Accelerated Benefits (AB). A major evaluation design difference among the SSA 

demonstrations is the number of interventions tested in each evaluation site. Although 

most evaluations had only a single treatment arm, three evaluations had two arms, and 

one had four arms. Outcomes for these additional treatment groups could be compared 

not only to outcomes for a control group but also to one another. For example, the 

Accelerated Benefits demonstration was fielded to address the fact that SSDI 

beneficiaries had a two-year waiting period before they could qualify for Medicare. 

The demonstration had two treatment arms: AB and AB Plus. SSDI beneficiaries were 

randomly assigned among the two treatment arms and a control group. Both treatment 

arms provided health benefits to SSDI beneficiaries who were in the waiting period 

and were otherwise uninsured. Those beneficiaries randomly assigned to the AB Plus 

treatment arm additionally qualified for certain services provided by telephone, such 

as employment counseling (Michalopoulos et al. 2011). By comparing outcomes (e.g., 

earnings, SSDI payment amounts) for the two treatment groups, it was possible to 

determine whether availability of the additional telephone services had impacts over 

and above impacts resulting from the provided health benefits. 

Benefit Offset National Demonstration (BOND). BOND is one of several SSA 

demonstrations that tested the impacts of replacing the SSDI cash cliff (an earnings 

threshold at which benefits become zero) with a 50 percent BRR. BOND involved two 

parallel experiments: Stage 1 targeted the entire SSDI population within the study 

sites, whereas Stage 2 targeted only volunteers. Stage 2 of BOND also had two 

treatment arms: one group received enhanced work incentives counseling, whereas the 

other group received standard work incentives counseling. By comparing these two 

groups, the evaluation could determine any added impact of enhanced counseling 

(Gubits et al. 2018a/b). 

Promoting Opportunity Demonstration (POD). Like BOND, the currently 

running POD is testing replacing the threshold at which all SSDI benefits cease with 

a 50 percent BRR. However, the POD threshold is lower than the BOND threshold. In 

addition, it also is testing eliminating the nine-month Trial Work Period (TWP) and 

the three-month Grace Period under the existing SSDI program, during which 

beneficiaries are not subject to a BRR. Also, like Stage 2 of BOND, POD has two 

treatment arms. SSDI benefits are suspended for individuals randomly assigned to the 

first arm if their earnings are sufficiently large that their benefits reach $0 (called the 

 
10  With a sufficiently large number of sites, it could be possible to pool across the sites and 

tease out the separate impacts of the various program features. For example, see Bloom, Hill, 

and Riccio (2003); Greenberg, Meyer, and Wiseman (1993, 1994). 
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“full-offset point”). They can, however, again receive SSDI if their earnings 

subsequently fall below the full-offset point, without having to re-enroll in the 

program. Beneficiaries randomly assigned to the second arm have their SSDI 

entitlement terminated when their earnings reach the full-offset point for 12 

consecutive months. As a consequence, they need to reapply for SSDI if their earnings 

subsequently fall below the full-offset point for 12 consecutive months, although they 

are eligible for expedited reinstatement of benefits (Hock, Wittenburg, and Levere 

2020). Thus, the second treatment could reduce the SSDI rolls by a greater amount 

than the first treatment.11 

Nudging Timely Wage Reporting. This experiment, run by SSA staff and 

academic researchers associated with the White House’s Social and Behavioral 

Sciences Team, involved sending a letter to SSI recipients reminding them of their 

wage reporting responsibilities. The evaluation involved a control group plus four 

treatment arms, with the letter’s language varying among the arms: (1) simple 

information about reporting (included in all letters); (2) social information on reporting 

behavior; (3) information increasing the saliency of the penalties for non-compliance; 

or (4) both social information and information on penalties (Zhang et al. 2020). With 

this design, it was possible to determine whether the specific content of the letter made 

a difference. A nudge experiment such as this can provide considerable information 

inexpensively and should be encouraged.12 Unlike most of the SSI evaluations, 

participation in the treatment groups was not voluntary, as in Stage 1 of BOND.  

Sample Design Issues: Statistical Power and Minimum Detectable Effects 

SSA’s prior demonstrations had a large range in sample size. The largest studies 

were Stage 1 of BOND, which had a treatment group of 77,101 and a control group of 

891,429, and the Nudging Timely Wage Reporting experiment, which included 50,000 

participants in four treatment groups and a control group. At the other extreme, the 

Centers for Medicare and Medicaid Services (CMS)–sponsored Demonstration to 

Maintain Independence and Employment (DMIE) had 184 participants in one state 

and 500 in another, evenly divided into treatment and control groups. 

Assessing whether an evaluation has an adequate sample size to permit detection 

of policy-relevant impacts is complex. It depends on a number of parameters including 

tolerance for Type I and Type II errors,13 whether the evaluation uses an experimental 

 
11  For further detail about the work incentives features of the existing SSDI program and how 

POD modifies them, see the Red Book (SSA 2020e) at https://www.ssa.gov/redbook/. 
12  SSA implemented three other “nudge” experiments that involved varying the language in 

notices sent to beneficiaries. On the US General Services Administration/Office of 

Evaluation Sciences website (https://oes.gsa.gov/), see “Increasing SSI Uptake among a 

Potentially Eligible Population”; “Increasing Participation in Ticket to Work”; and 

“Communicating Employment Supports to Denied Disability Insurance Applicants.” 
13  A Type I error is rejecting the null hypothesis of no effect when it is true, and a Type II error 

is failing to reject the null hypothesis when it is false. 
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design, the allocation of the sample between treatment and control status, and the 

actual program impact.14 Bloom (1995) developed a framework for analyzing 

statistical power issues so that evaluators can calculate the minimum detectable effect 

and/or the minimum required sample size.15 Bloom frames the analysis as follows: 

The minimum detectable effect of an experiment is the smallest 

effect that, if true, has an X% chance of producing an impact 

estimate that is statistically significant at the Y level. X is the 

statistical power of the experiment for an alternative hypothesis 

equal to the minimum detectable effect. Y is the level of statistical 

significance used to decide whether or not a true effect exists. (547) 

Bloom’s equations inform the sample size that would produce a given statistically 

significant impact and the impact that would be detectable for a certain sample size. 

Most of the SSA evaluations reported that a power analysis was performed as part 

of their planning; examples include the Youth Transition Demonstration (YTD) and 

Promoting Readiness of Minors in SSI (PROMISE). Most of the evaluations had a 

large enough sample that if the intervention being evaluated achieved the anticipated 

impact, the results would be detected as statistically significant. However, a few 

demonstrations had too small a sample to be expected to detect statistically significant 

findings if the intervention was as effective as anticipated. The reasons for inadequate 

sample sizes are predictable, and the most common was insufficient resources. For 

example, Michalopoulos et al. (2011) did a power analysis and determined that the AB 

demonstration needed a sample of 2,000 participants, but one of the treatment arms 

cost more than anticipated. Consequently, the allocation of the sample was modified, 

and much of the analysis used a sample of only 1,531 participants. 

The DMIE also had relatively small samples in participating states (Whalen et al. 

2012). In DMIE, four states developed strategies to assist individuals with specified 

disabilities to remain off SSI and SSDI. The selected disabilities varied across the 

states, which made pooling across states of questionable value. Hawaii targeted people 

with diabetes; Kansas, individuals with a variety of physical and mental conditions; 

and Minnesota and Texas, people with behavioral health issues. Although Minnesota 

and Texas had more than 1,000 participants in their treatment and control groups, 

Kansas had 500, and Hawaii had only 184. The evaluation report notes that the sample 

sizes might not be adequate to achieve statistically significant findings of the 

magnitude expected for the results to be policy relevant, but there is no discussion of 

whether a power analysis was conducted beforehand. In some of the DMIE states, the 

 
14  In evaluations in which the objective is to determine whether a program can be successfully 

implemented, rather than to estimate the program’s impact, the desired sample size is not 

determined by statistical criteria.  
15  In addition to Bloom (1995), the concepts are explained, for example, by Dong and Maynard 

(2013) and Orr (1999). 
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sample was large enough for an overall impact analysis, but not large enough to 

conduct subgroup analyses, which might offer policy-relevant results.  

Project NetWork had an overall sample of 8,248 individuals randomly assigned 

to treatment and control groups (Kornfeld and Rupp 2000). The demonstration tested 

four delivery models in two states each, and the participants had a wide range of 

disabilities. Kornfeld and Rupp warn: “Interpreting estimated impacts for subgroups 

requires caution. Whenever we analyze impacts for subgroups, the sample size 

declines, and the standard errors of estimates for many of the subgroups become quite 

large, so that only large impacts could be detected as statistically significant” (24). 

Population-Representativeness 

To produce impact estimates that are valid for an entire target population, an 

evaluation needs to include as representative a sample of that target population as 

possible. In the words of Stapleton et al. (2020), the sample used in an evaluation needs 

to be “population-representative.”  

There are several reasons the sample used in an evaluation might not be 

population-representative. Two of these are discussed below. The first is that the 

research sample could be located in sites that are not representative of the population 

of potential program participants nationwide. The second reason is applicable to 

evaluations of demonstration programs when participation in the demonstration is 

voluntary. In such circumstances, there is often interest in using findings from the 

evaluation to predict what would happen if the demonstration program were rolled out 

nationally and participation became mandatory. As discussed below, it is difficult to 

extrapolate from findings that pertain to a voluntary program to one that is mandatory. 

(Of course, the long-run impacts of national programs may also be missed in 

evaluations of demonstration programs because they operate at a larger scale, 

information feedback occurs over time, changes in the economy occur, and numerous 

other considerations. We are abstracting from these considerations in this discussion.) 

The Ticket to Work evaluation and the Nudging Timely Wage Reporting 

experiment were both national in scope. So, too, was Stage 1 of BOND in that it 

randomly selected its evaluation sites to be nationally representative. Consequently, 

the samples used in these three evaluations were geographically representative of the 

national population of SSDI beneficiaries and SSI recipients. This is important because 

very few evaluations of social programs are based on nationally representative 

samples. 

With the exception of those three, all the SSA evaluations we examined provided 

services or financial incentives that could be received only by individuals who first 
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volunteered.16 If the point of an evaluation is to estimate impacts that are predictive of 

an ongoing, national program, then evaluations that use volunteers cannot be 

population-representative unless the ongoing national program would also be 

voluntary. For example, three of the non-experimental evaluations we reviewed 

(BEST, HOPE, and HSPD) examined whether the SSI or SSDI application process 

could be improved for individuals with disabilities experiencing homelessness. 

Findings concerning this application process can be applicable only to persons who 

experience homelessness and who volunteer to participate in the demonstration. The 

DMIE was evaluated experimentally, but like BEST, HOPE, and HSPD, it served 

individuals who had not yet applied for disability benefits, making mandatory 

participation infeasible (Whalen et al. 2012). If the volunteers for the demonstration 

were representative of those who would volunteer in a national program, then the 

research sample was population-representative. 

Some of the other voluntary programs that we reviewed provide an important 

distinction, as they were demonstrations for which participation could be made 

mandatory if the services they offered were rolled out nationally (although there is no 

way of knowing whether this would actually occur). Because these programs had low 

take-up rates, their research samples would be unlikely to be population-representative 

 
16  By law, only volunteers can participate in SSA demonstrations that require waiver authority. 

This was not the case when BOND was implemented, and Stage 1 of BOND is mandatory. 

Ticket to Work is an evaluation of an ongoing program, not a demonstration; as a result, it 

was not limited to volunteers. The Nudging Timely Wage Reporting experiment, as well as 

the three other nudging experiments that are mentioned in note 12, did not require volunteers 

because they did not require waiving program rules. 

 Interestingly, although the Nudging Timely Wage Reporting experiment was mandatory and 

national in scope, it was not population-representative. The sample for inclusion in the 

evaluation was based on a score, which was developed by SSA to select individuals for a 

redetermination of their SSI benefits on the basis of the likelihood that their benefits would 

change. Individuals with the highest scores were excluded from the experiment because they 

would all be called for a redetermination. The 50,000 individuals in the group with the next-

highest scores were included in the experiment, and they were randomly assigned to receive 

one of the four types of letters or no letter (Zhang et al. 2020). Unfortunately, the results 

cannot be generalized to SSI recipients with lower scores. An alternative strategy might have 

been to stratify the total eligible population and then randomly select individuals from each 

stratum, perhaps assigning those with higher scores a higher probability of being selected. 

This type of design would permit the evaluators to determine whether the benefit of the 

intervention varied by score, allowing a policy to be implemented that focused on those most 

likely to be affected. It was not possible to do this, however, because the full sample was not 

available to the evaluators. 
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of mandatory versions of the same programs.17 The low take-up rates in evaluations 

of these voluntary demonstration programs provide important information for 

policymakers considering rolling out the programs nationally, as long as the national 

version would continue to be limited to those seeking the services the programs 

provide. The YTD provided waivers of certain program rules that were intended to 

encourage work. These rules could potentially become part of a national program. 

Moreover, the voluntary enrollees in the YTD tended to be especially motivated to 

work. This could have resulted in impact estimates different than what would have 

occurred had the research sample been more representative of the general population 

of youth with disabilities who would have been covered by the waivers. 

The AB demonstration provided health benefits for new SSDI beneficiaries who 

did not have private health insurance and were subject to a waiting period before they 

could qualify for Medicare; such benefits could potentially be rolled out nationally. 

Fortunately, the treatment was so generous that nearly everyone eligible enrolled. 

However, 87 percent of those who would have been eligible for benefits under AB 

already had health insurance; as a consequence, they were ineligible to enroll. In a 

national program, some new enrollees might leave their existing health plans prior to 

becoming a beneficiary if they can obtain benefits that are more generous (and the 

tested plan was relatively generous). Consequently, if tested again, SSA might 

consider allowing a random subset of individuals who already had health insurance 

prior to treatment to enroll in the test to see how many will substitute the program’s 

health plan for their own. 

Policies that provide incentives to work by changing the SSDI BRR have also 

been evaluated experimentally by recruiting volunteers. The POD, which under 

existing law must be evaluated with volunteers, is an important example. In addition, 

only those who volunteered to participate in the State Partnership Initiative 

demonstration were eligible for work incentives waivers provided by the SPI project. 

If rolled out nationally, these evaluated policies could well be available to all SSDI 

beneficiaries and SSI recipients who meet certain eligibility criteria, not only to those 

 
17  For example, the Transitional Employment Training Demonstration, which in 1985 was 

targeted at what was then termed “mentally retarded” SSI recipients, enrolled only about 5 

percent of those eligible (Thornton and Decker 1989). Project NetWork is another example 

of a voluntary program with a low take-up rate: only 5.6 percent of the eligible SSI recipients 

and SSDI beneficiaries volunteered. It is not surprising that individuals who have a disability 

that makes working difficult rarely volunteer for programs intended to get them off the SSDI 

or SSI rolls, especially because they would lose health insurance and guaranteed income 

(Kornfeld et al. 1999). The YTD enrolled 16-30 percent of eligible youth at its six sites after 

the evaluators worked “very hard” to attract volunteers (Fraker et al. 2014, xxiii). The 

evaluation of the MHTS, which attempted to increase employment among SSDI 

beneficiaries with schizophrenia or an affective disorder, concluded that were it voluntary, 

“SSA could expect 14 percent of the SSDI beneficiaries with schizophrenia or an affective 

disorder might enroll in an MHTS-like program” (Frey et al. 2011, 9-5). Not enrolling in 

MHTS was often due to health constraints and general lack of interest.  
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who would volunteer for a demonstration. If so, the sample populations used in the 

evaluations might not be population-representative. On the one hand, under a national 

program, the volunteers would be more likely to work and have their benefits affected 

by the intervention than those who did not volunteer.18 On the other hand, some non-

volunteers, if subject to a national program, would be affected by the financial 

incentives and counseling. 

Stapleton et al. (2020, 557) point out that an important rationale for evaluations 

based on volunteers is that they are less expensive to conduct because the evaluations 

will generally “require a smaller sample size than a population-representative 

experiment in order to detect an impact for the treatment subjects of any given size, 

provided that the volunteers attracted to the experiment contain a disproportionately 

large share of those volunteers for whom the treatment is salient.” In the case of one 

of the outcomes investigated in BOND, for instance, Stapleton et al. (2020) find that 

a population-representative evaluation would require three times the sample size as a 

would a volunteer evaluation to obtain the same minimum detectable effect. A larger 

sample requirement results in both larger implementation costs and larger survey costs. 

As Stapleton et al. also recognize, however, cost savings from a voluntary evaluation 

could come at the cost of learning less about what is relevant. 

The voluntary nature of POD creates some special problems in providing lessons 

for a mandatory program. To some extent, POD is a replication of Stage 2 of BOND, 

with the main differences being a reduction in the earnings threshold at which the BRR 

becomes operative and the elimination of the TWP and the Grace Period, which 

existed in BOND and continue to exist in the regular SSDI program. However, during 

months that beneficiaries would have been using the TWP and the Grace Period under 

current law, they are worse off under POD. As a result, such beneficiaries are likely to 

withdraw from POD or not volunteer in the first place. As a consequence, the 

information that POD can provide about the impacts of eliminating the TWP and the 

Grace Period for non-volunteers is limited. Under a mandatory national version of 

POD, some working beneficiaries will still be in their first year of earnings. Their 

characteristics are likely to differ from characteristics of those who volunteered for the 

demonstration. 

Although it would be useful to randomly test a mandatory version of POD, this 

cannot be done at present because “SSA’s statutory demonstration authority requires 

 
18  Differences between those who volunteer for a program and those who do not also suggest 

the dangers in estimating impacts by comparing outcomes for those two groups, as was done 

in the SPI evaluation. The two groups are not comparable in ways that are difficult to adjust 

for statistically. 
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the use of informed volunteers” (Stapleton et al. 2020, 560).19 The rationale for this 

provision is the ethical concern that some beneficiaries would be made worse off, 

which is exactly what the elimination of the TWP and the Grace Period would do under 

a mandatory POD. However, Stapleton et al. suggest that in considering a policy that 

might be adopted nationally and thereby affect non-volunteers, “it is arguably more 

ethical to instead conduct a population-representative [experiment] that does measure 

the potential harm” (559). Another possibility in testing POD experimentally would 

have been to have had a second arm of the experiment that does not eliminate the rules 

that provide the TWP and Grace Period but is voluntary. However, a similar program 

design was previously tested in Stage 2 of BOND, so a second test might not have 

been useful. 

Outcome Measures 

Because the majority of the evaluated programs were intended to help SSDI 

beneficiaries and SSI recipients do better in the labor market, it is not surprising that 

the most common outcome measures in the evaluations were employment and 

earnings. Employment was most commonly measured as a dichotomous variable (i.e., 

employed or not employed over a calendar quarter or year). In some evaluations, 

however, employment was measured as the number of hours worked over the period. 

Earnings were measured in several ways, most commonly as quarterly or annual 

earnings.20 Social Security disability programs (SSDI and SSI) have earnings 

thresholds that measure whether an applicant’s earning capacity is sufficient that they 

do not qualify for disability benefits. Specifically, “to be eligible for disability benefits, 

a person must be unable to engage in substantial gainful activity (SGA). A person who 

is earning more than a certain monthly amount (net of impairment-related work 

expenses) is ordinarily considered to be engaging in SGA.”21 Evaluation of BOND’s 

predecessor, the Benefit Offset Pilot Demonstration (BOPD), used earnings above the 

SGA level as well as total earnings as outcome measures. The BOND evaluation used 

earnings above the SGA level and several other measures that focused on higher 

earnings. Defining the BOND Yearly Amount as annualized SGA, BOND used the 

 
19  However, as indicated by the following statement, SSA (2019b) recognizes the limitations 

of this provision, and it is requesting modification of it under limited circumstances: “We 

are also limited in our ability to assess how program changes might affect people beyond the 

subset of the population who volunteered. As a result, the impacts are not easily 

generalizable to the national population and may not provide the adequate understanding 

required to make informed decisions about broader policy changes. In the FY 2020 

President’s Budget, we included a proposal to expand our authorities to allow us, in limited 

circumstances, to conduct demonstrations with mandatory participation.” 
20  This section of the chapter deals with the outcome variables; a later section discusses the use 

of administrative data versus survey data. 
21  In 2021, SGA for blind applicants is $2,190 per month and $1,310 for applicants who are 

not blind. Retrieved December 11, 2020. https://www.ssa.gov/oact/cola/sga.html. 
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percentage of individuals earning two and three times the amount as additional 

outcome measures. 

Some evaluations included benefits paid as an outcome measure. Interpretation of 

impacts on benefits paid is less straightforward than interpreting impacts on earnings 

because there are alternative mechanisms by which the intervention can affect 

benefits; for example, benefits could decrease because of increased work or failure to 

comply with program rules. Typically, the amount of benefits paid was the outcome 

variable, but in one case, the Transitional Employment Training Demonstration 

(TETD), the outcome was receipt of SSI benefits. Evaluations examining benefits paid 

included AB, BOND, BOPD, DMIE, POD, PROMISE, YTD, and Project NetWork. 

Some of the interventions were intended to improve the health of participants, and 

evaluations of these efforts included measures of participant health as an outcome. For 

example, AB and DMIE used scores on the SF-12 questionnaire for mental health and 

physical health as outcomes,22 and the evaluation of DMIE also used the percentage 

of participants with limitations in activities of daily living and instrumental activities 

of daily living as outcomes. The Mental Health Treatment Study (MHTS) and BOND 

evaluations used the SF-12 to measure physical and mental health; the MHTS also 

included a quality of life measure as an outcome. The AB demonstration provided 

health-related benefits to SSDI beneficiaries during the two years they were required 

to wait to receive Medicare. Health outcome measures in the AB evaluation included 

unmet medical needs, self-reported health status, and died since random assignment 

(Michalopoulos et al. 2011, ES-5). 

Because people with some disabilities may experience higher mortality if they do 

not receive the health care and income provided by SSDI and SSI, some evaluations 

included mortality as an outcome of interest. Examples include HSPD and AB. 

Project NetWork used somewhat different measures of health outcomes, but the 

evaluation notes that the use of self-reported responses “could mean different things 

to different respondents” (Kornfeld and Rupp 2000, 23). Measures included self-

reported health as excellent or very good, self-reported improvement in health since 

random assignment, having three or more life skills limitations, having three or more 

functional limitations, the Mini Mental State Evaluation, and the Mental Health 

Inventory. 

Health is clearly a more complex phenomenon than income to measure, and 

measurement of health status can be expensive if clinical assessments, rather than self-

assessments, are used. SSA might want to consider whether sufficient evidence is 

 
22  The 12-item Short Form Health Survey (SF-12) is a self-reported measure of physical and 

mental health. Frey et al. (2011, 2-20) state that the SF-12 is not as detailed as the longer SF-

36, but it captures eight aspects of physical and mental health: (1) limitations in physical 

activities due to a health problem; (2) limitations in social activities due to a health problem; 

(3) limitations in usual role activities due to a physical health problem; (4) limitations in 

usual role activities due to an emotional problem; (5) pain; (6) general mental health; (7) 

vitality; and (8) general health perceptions. 
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available to establish standardized measures of mental and physical health or to confer 

this status on existing measures. 

Some of the evaluated demonstrations tested interventions intended to speed up 

the application process for SSI and SSDI. These evaluations often focused on the speed 

of eligibility determination or the approval rate of applications or both. Examples 

include BEST, HOPE, and HSPD. Of them, BEST used processing time as an outcome 

measure, HOPE used time until determination, and HSPD used time until adjudication. 

These are all appropriate outcomes to examine, but the evaluations appear to presume 

that faster is always better. In future evaluations, SSA might also use measures of 

decision accuracy. 

Impact Estimation Issues 

The SSA evaluations we reviewed varied in how they estimated program 

impacts—for example, in the data and the statistical approach they used, how missing 

data were treated, whether they pooled across sites in reporting impacts, length of the 

follow-up period, and determining the statistical significance of impacts when multiple 

outcomes are examined. To some extent, the variation across evaluations stemmed 

from both the nature of the interventions and the objectives of the evaluations. These 

estimation issues are discussed below. 

Data Sources 

Evaluation designs are shaped by the data available for analysis. An integral 

component of an evaluation plan involves determining the relevant data that are 

available, selecting the most appropriate data, and obtaining access to these data. 

Chapter 3 in this volume discusses how the data available for SSA evaluations can be 

improved. 

Most of the SSA evaluations we reviewed depend heavily on SSA-provided 

administrative data that evaluators transformed into analysis-ready files. Frequently 

used examples of these SSA files include the Supplemental Security Record, which 

provides demographic information, addresses, and benefit payments amounts for SSI 

recipients; the Master Earnings File, reflecting that earnings and employment are often 

key outcome variables; the Master Beneficiary Record, which contains benefit 

information about each claimant who has applied for retirement, survivors, or 

disability benefits; and the Disability Analysis File, a collection of data records for 

both SSDI beneficiaries and SSI recipients from various sources. Administrative data 

from government agencies other than SSA were also used in a few evaluations. For 

example, the evaluation of the SPI project used Unemployment Insurance (UI) data 

and state SSI administrative data, using SSI administrative data for only one site (New 

York); and BEST made use of the Veterans Benefits Administration database. 
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Most, but not all, the evaluations also collected survey data,23 typically at the point 

when participants were enrolled in the evaluation (“at baseline”) and then periodically 

after enrollment. The MHTS is unique because its impact estimates rely almost 

exclusively on survey data rather than administrative data, although employment and 

earnings were among the outcomes examined and, as discussed below, SSA 

administrative data could provide superior measures of these outcomes. MHTS was 

also notable in how it conducted its surveys. Over a 24-month follow-up period, nine 

computer-assisted quarterly surveys were conducted, with the interviewers physically 

located at each site. Though costly, this approach should reduce recall errors and, in 

principle, improve survey response rates, although at 82 percent for the treatment 

group and 86 percent for the control group (Frey et al. 2011), the rates were not 

exceptionally high. 

It is generally more costly to conduct surveys in non-voluntary evaluations (i.e., 

those in which participation in the evaluated programs is mandatory) than in 

evaluations where participation in the intervention is voluntary. In non-voluntary 

evaluations, a smaller portion of the treatment group is likely to respond to the offer 

of the intervention; as a consequence, a larger sample size is needed. Although it is 

possible to save on survey costs in non-voluntary evaluations by subsampling from 

among the evaluation participants, doing so can result in imprecise impact estimates, 

as in fact occurred in Stage 1 of BOND (Stapleton et al. 2020). Moreover, when the 

intervention is voluntary but the evaluation is mandatory, such as Stage 2 of BOND, 

contact with members of the sample occurs at enrollment, whereas there may be little 

contact with many members of a sample in a population-representative evaluation. 

Moreover, volunteers have already exhibited an interest in the intervention. As a 

consequence, response rates might be higher in voluntary evaluations than in non-

voluntary evaluations. For example, the response rate in the Stage 1 36-month survey 

was 57 percent, as compared to 84 percent in the corresponding Stage 2 survey 

(Stapleton et al. 2020).  

Unlike administrative data, it is possible to tailor survey data to the specific needs 

of an evaluation. Survey data were essential to many of the SSA evaluations because 

they allowed analysis of outcomes that were not available in administrative data. For 

instance, surveys can collect data on income from sources other than earnings (e.g., 

child support, self-employment), hours worked, hourly wage rates, motivation, quality 

of life, health status, the receipt of program services, and the understanding of program 

rules. To illustrate, using information collected in a survey, MHTS constructed an 

index to measure program impacts on the self-determination of its target population. 

However, to keep the survey short, only a limited number of questions could be 

 
23  Both BEST and HSPD, which were non-experimental, made use of SSA administrative data, 

but did not collect survey data. Nor did the Nudging experiment that aimed at increasing 

wage reporting among SSI recipients. It used the Supplemental Security Record to determine 

whom to target, to obtain the mailing addresses needed to send nudge letters to those 

targeted, and to determine whether reported earnings increased as a result of the letters.  
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administered, which “may have resulted in [the index] being less sensitive to the 

effects of the interventions” (Frey et al. 2011, 145). The self-determination measure 

used in the evaluation of the PROMISE demonstration was also less useful than 

anticipated. 

Although surveys are essential for collecting information not available in 

administrative data, they also suffer important disadvantages. Administrative data, 

already available for non-evaluation purposes, are much less costly than survey data. 

Because of these lower costs, administrative data are often available at more frequent 

intervals and they can be used for longer follow-up. For example, SSA researchers 

extended the original one-year follow-up period for the AB evaluation to three years 

(Bailey and Weathers 2014), and there are further plans to extend follow-up to over a 

decade.24 Similarly, the final report for the YTD had a three-year follow-up period, 

which was later extended to between five and seven years (depending on the outcome 

measure), and plans are to extend it further.25 

Surveys are subject to nonresponse because members of the research sample 

cannot be found, or they refuse to be interviewed. These nonresponses typically 

increase over the follow-up period. If nonresponse correlates with treatment 

assignment, then the resulting impact estimates can be biased. Surveys also tend to be 

subject to recall error, as well as to simple misreporting. Moreover, there is evidence 

that some survey respondents report implausibly high hours and earnings, especially 

pertaining to overtime work (see Barnow and Greenberg 2015). On the other hand, 

some respondents can fail to recall brief informal jobs or to correctly remember their 

hours and earnings in occupations that tend to irregular hours. They also can tend to 

understate transfer payments (Hotz and Scholz 2001), either intentionally or 

inadvertently. 

As summarized by Barnow and Greenberg (2015) considerable research suggests 

that, on balance, earnings tend to be overreported in surveys by low-income 

respondents and underreported by higher-income respondents. When this occurs, 

impacts on earnings in programs targeted at low-income respondents that are estimated 

by survey data tend to be biased upward, especially if overreporting is larger for 

treatment groups than for the control/comparison group (Barnow and Greenberg 2015, 

2019). This might occur if members of treatment groups are motivated to exaggerate 

their success in a program, possibly to impress their interviewer (Barnow and 

Greenberg 2015).  

In contrast to the findings summarized by Barnow and Greenberg (2015), a recent 

comparison of SSA’s National Beneficiary Survey with administrative earnings 

records from its Master Earnings File found that estimated employment rates and 

earnings levels for SSDI beneficiaries and SSI recipients were consistently higher in 

administrative data than in survey data (Wittenburg et al. 2018). One possible partial 

 
24  Robert Weathers II, email with the authors, November 2, 2020. 
25  Jeffrey Hemmeter, email with the authors, November 13, 2020. 
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explanation for these findings could be that sometimes multiple earners use the same 

Social Security number, resulting in erroneously high earnings for one person. This 

would bias impacts on earning estimated with Social Security data upward. Wittenburg 

et al. speculate that probably a more important factor is recall error among the survey 

respondents, causing them to miss some of their earnings and jobs in their responses. 

This appears plausible because, when they do work, SSDI beneficiaries and SSI 

recipients with disabilities are likely to work part-time or infrequently. This would bias 

impact estimates made with survey data downward. 

Many evaluations of government training programs and welfare-to-work 

programs have relied on data used in administrating state UI systems. The problem 

with UI data is that they miss workers who live or work in states other than the one 

where the evaluated program is located, who are self-employed, or who work in 

industries not covered by UI. Workers and their earnings are also missed because of 

errors in their Social Security numbers. The SSA administrative data that are used in 

most of the evaluations covered in this chapter suffer much less from these common 

UI data shortcomings because they are national in scope. Moreover, SSA verifies 

reported Social Security numbers, and SSA administrative data cover more industries 

than the UI data do.26 That said, both UI and SSA administrative data miss some 

government employees and workers paid outside the formal economy. Surveys can 

capture employment that is not covered in administrative data. Of course, earnings 

obtained in the informal economy are also unlikely to affect SSDI and SSI benefit 

levels, complicating how they should be treated in evaluations of SSA programs.  

Missing data on workers are important in estimating impacts on employment and 

earnings with administrative data because when workers do not show up as employed, 

they are usually treated as nonworkers, thereby biasing the estimates downward (see 

Barnow and Greenberg 2015, 2019). Such biases are much more important if more 

workers are missed in the treatment group than in the control/comparison group. This 

might be the case, for example, if the intervention causes treatment group members to 

become self-employed (see Barnow and Greenberg 2015, 2019). As suggested above, 

these biases are likely to occur less often in using SSA administrative data than in 

using UI data. For example, an experimental evaluation of the Job Corps used data 

from both sources to estimate program earnings impacts and found larger impacts with 

the SSA data than with the UI data. After an investigation, the evaluators attributed 

part of this difference to erroneous Social Security numbers being more likely in the 

UI data than in the SSA data (Schochet, McConnell, and Burghardt 2003). 

As suggested above, survey data can result in earnings impacts that are upward 

biased, whereas administrative data can result in earnings impacts that are downward 

biased, although as indicated by the findings of Wittenburg et al. (2018), this is not 

necessarily the case. In the PROMISE evaluation—the one SSA evaluation that 

 
26  A limitation of SSA data for research purposes is that there are delays in obtaining earnings 

data, which are based on tax years and so are annual and not reported until March the 

following year at the earliest and not considered “complete” until the following February.  
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estimated earnings impact with both survey and SSA administrative data—impacts on 

the annual earnings of the youth who were targeted by the intervention were more than 

twice as large at four of the six evaluation sites when estimated with survey data 

instead of with administrative data. Impacts at the remaining two sites were very small 

regardless of the data with which they were estimated (Mamun et al. 2019). 

Statistical Approaches to Impact Estimation  

Many of SSA’s evaluations have used random assignment to assign individuals 

to treatment or control status, and most of these evaluations used standard statistical 

approaches.27 For continuous outcomes, evaluations most commonly used ordinary 

least squares; for dichotomous outcomes, logistic regression was most common.28 All 

the experiments used an intent-to-treat (ITT) approach, in which the analysis was 

based on the treatment assigned regardless of whether the treatment group member 

took up the offer of treatment. In addition, evaluations can compute the average 

treatment-on-the-treated effect (TOT), in which the analysis is based on actual take-

up. Doing so requires some assumptions, whereas the ITT estimates rely on only 

random assignment to ensure that the treatment and control groups are similar.29 For 

example, Weathers and Stegman (2012) used two-stage least squares to analyze the 

impact of the AB demonstration on those who participated. Although the ITT approach 

requires fewer assumptions, sometimes it is important to learn about the impact on 

those who actually receive the intervention in addition to learning about impacts on 

those offered the intervention. SSA should consider computation of TOT estimates for 

future evaluations. They are relatively straightforward to do. 

 
27  An important technical topic that we do not address in detail here is correct estimation of 

standard errors in evaluations. Failure to take account of clustering, for example, can lead to 

underestimates of standard errors and incorrectly rejecting the null hypothesis of no impact. 

Although most of the reviewed SSA evaluations did not discuss the use of robust estimates 

of standard errors, the BOND evaluation is a notable exception (see Gubits et al. 2018). 
28  Some of the evaluations involved situations in which departures from the standard analytical 

techniques were warranted. BOND Stage 1 used a random effects estimator to generate 

externally valid hypothesis tests. In addition, as discussed further in the next section, the 

BOND evaluation adjusted the standard errors of the impact estimates to account for the 

design that was used. The MHTS evaluation also included major use of other statistical 

approaches to deal with specific issues, approaches that have rarely been used in evaluations 

of social programs. For example, the MHTS evaluation used negative binomials to estimate 

impacts when the outcome was a count variable that tended to mass at zero (e.g., number of 

months employed), ordered logit when the outcome was an ordered ordinal variable, and an 

analogue of the Wilcoxon test when the outcome variable was assumed to have a non-normal 

distribution.  
29  See, for example, Bloom (1984). The key assumption for Bloom’s adjustment is that the 

treatment has no impact on those in the treatment group who do not receive the treatment. 

Also see Heckman, Smith, and Taber (1998). 
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Many of the evaluations made use of weighted regressions, rather than ordinary 

least squares, often to account for observations missed in surveys (discussed next). 

Although weighting is always required when making inferences about descriptive 

statistics, Solon, Haider, and Wooldridge (2015) suggest that there is considerable 

controversy about the use of weighting in estimating causal effects. This chapter is not 

the place to settle the disagreement, but we concur with them that “in situations in 

which you might be inclined to weight, it often is useful to report both weighted and 

unweighted estimates and to discuss what the contrast implies for the interpretation of 

the results” (314). 

Treatment of Missing Data and Missing Observations 

There are two types of missing data: unit and item nonresponse. Unit nonresponse 

occurs when an entire record is missing, such as when an individual does not respond 

to a survey. Item nonresponse occurs when only some of the variables for a given 

individual are unavailable. A common approach for unit missing data is weighting; a 

common approach for item missing data is to impute their values, often by using the 

means for those study participants for whom the data are available (see Puma et al. 

2009). 

The SSA evaluations often followed these missing data procedures, although 

some did not. For example, the evaluation of SPI simply excluded individuals from 

some analyses when there was missing data; in addition, it excluded about 2 percent 

of the sample because their earnings or hours appeared implausibly large.30 

Unit and item missing data problems are usually less common in administrative 

data than in survey data. However, the non-experimental evaluation of HOPE relied 

on administrative data collected by programs serving persons with disabilities 

experiencing homelessness, and it suffered from both unit and item missing data: there 

were numerous missing forms, as well as missing items on the forms the evaluators 

did receive. Neither weighting nor imputation appears to have been implemented to 

treat these problems. 

Another example of missing data is caused by withdrawals. For example, because 

the POD evaluation sample is restricted to volunteers, as in other demonstration 

 
30  In an unusual approach, the evaluation of YTD used an imputation procedure when the value 

of an outcome measure was missing and the measure was conditional on another outcome 

(e.g., earnings on employment status). Although this procedure introduces some uncertainty 

in interpreting the impact estimates, the evaluators state: “Impact estimates for outcomes 

with conditionally missing data would be biased if we did not adjust for missing information. 

However, when we calculated the biased impact estimates by dropping observations with 

missing outcome information, we found results very similar to those of the imputation 

procedure…. The similarity of the findings is not surprising, given the relatively small share 

of observations with missing outcome information” (Fraker et al. 2014, A.6). 

 Had missing outcome information been greater and the findings dissimilar, it is not apparent 

which set of results would be more acceptable. 
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programs involving volunteers, they are free to withdraw from the evaluation at any 

time. As explained earlier, members of the treatment group have an incentive to 

withdraw if they enter the TWP or the Grace Period, because entering causes them to 

be worse off than they would be under existing SSDI rules. Members of the control 

group did not have similar incentives to withdraw. Early in that demonstration, 

4 percent of the treatment sample withdrew from POD, and virtually none of the 

control sample withdrew. The most common reason for withdrawing given by the 

treatment group was having earnings in the range in which their incomes would 

diminish (Hock, Wittenburg, and Levere 2020).31 

Addressing the Multiple Hypothesis Testing Issue 

Many of the SSA evaluations look at multiple outcomes; for example, 

employment, earnings, SSDI and SSI benefits, and physical and mental health. 

Moreover, they often use more than one measure of an outcome and more than one 

year of data. In addition, multiple treatment arms also result in multiple tests of 

hypotheses. For example, with two treatment arms, there are three comparisons: the 

two treatments with each other and each with the control group. 

When multiple analyses are conducted, the probability of experiencing a “false 

positive”—meaning the null hypothesis of no impact is erroneously rejected—

increases rapidly as the number of hypotheses tested increases. Schochet (2009) 

illustrates this problem by noting that if the Type I error rate is set at α = .05, the 

probability of falsely rejecting the null hypothesis is 5 percent for each test, but “if all 

null hypotheses are true, the chance of finding at least one spurious impact is 23 

percent if 5 independent tests are conducted, 64 percent for 20 tests, and 92 percent 

for 50 tests” (540). 

Evaluators use several approaches to adjust calculations of statistical significance 

when multiple hypotheses are tested so that a statistically significant impact finding 

that could be due to chance does not get uncalled-for attention. Schochet (2009) 

reviews the procedures often used to deal with the multiple hypothesis problem, and 

he suggests identifying the most important hypotheses as “confirmatory” in advance 

of the empirical work and then considering all other hypotheses as “exploratory,” 

where causal claims are not made. 

Two of SSA’s evaluations have considered the multiple hypothesis problem. The 

BOND evaluation identified earnings and SSDI benefit receipt as the two confirmatory 

 
31  In computing impacts, those who have withdrawn should probably be included in the sample 

used for estimation. This can be seen by considering POD’s impact on earnings. Because 

earnings among the treatment group members who withdrew are likely greater than earnings 

among those who did not withdraw (Hock et al. 2020), dropping withdrawers from the 

sample would reduce the average earnings of the treatment group relative to the control 

group, causing the estimated impact on earnings to be biased downward. Note, however, that 

the unbiased impact estimate would pertain only to the intervention as it actually operated in 

the demonstration, not if POD is implemented nationally and withdrawals are not permitted. 



28 Barnow and Greenberg 

 

 

outcomes, and the authors adjusted the statistical significance accordingly.32 The YTD 

evaluation first defined five “research domains,” each consisting of a different type of 

outcome (paid employment and earnings, total income from earnings and benefits, 

participation in productive activities such as employment and education/training, 

contact with the justice system, and self-determination as measured by an index). The 

evaluation then assigned one primary outcome to each of four domains and two 

outcomes to the fifth domain; it also examined secondary outcomes. 

Evaluators disagree on when multiple hypothesis adjustments are required and on 

which adjustment should be used. Evaluators of SSA demonstrations and programs 

should be familiar with the issues, and they should consider the suggestion in Schochet 

(2009) to specify which hypotheses are considered confirmatory in advance of impact 

estimation. 

Pooling across Sites 

Most of the SSA evaluations we reviewed took place at multiple sites, and a 

decision had to be made on whether to analyze the sites separately or to pool data 

collected across sites in a single analysis. The exceptions were two evaluations that 

were conducted nationally—Ticket to Work and the Nudging Timely Wage Reporting 

experiment. In each of these two evaluations, an identical intervention was 

implemented across the country, and all data were pooled in each analysis. 

There are rationales for both pooling across sites and not pooling. If the samples 

are large enough at each site, both strategies can be pursued. The primary rationale for 

pooling is that pooling increases the sample size, permitting estimates of the overall 

impact with greater precision and sometimes providing enough data to estimate 

subgroup impacts with sufficient precision. Pooling is the appropriate strategy if there 

is a uniform treatment (one intervention) and the target groups are the same across 

sites. Pooling is not appropriate if the treatments, the target groups, or both vary among 

sites and the intent of the evaluation is to determine the effectiveness of each 

intervention on each target group. 

Most of the SSA demonstrations involved implementing an intervention (or 

similar interventions) for the same general population, and their evaluations pooled 

data across the demonstration’s sites. We next describe the exceptions and variations. 

PROMISE. The PROMISE set of six demonstrations included five state sites plus 

a consortium of six states. The population served was similar across the six sites, but 

the interventions varied somewhat. The impact evaluations were conducted separately 

for each site. 

 
32  Although many adjustment methods exist, this report used the Westfall-Young stepdown 

method, described by Westfall and Young (1993). A good explanation of the approach and 

how it was applied to an evaluation of a healthy marriage program is provided by Lowenstein 

et al. (2014). 
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YTD. The YTD included six sites, and its impact evaluations were conducted 

separately by site with no pooled impact analysis. Fraker et al. (2014) note that 

although the sites followed the same basic approach, there were meaningful 

differences among the sites: “All of these projects included the required 

components…but they took unique approaches to implementing them. The projects 

differed greatly in their organizational structures and the geographic and population 

sizes of their service delivery areas” (8). In particular, implementation at the second 

set of three sites differed in some ways from that at the initial three sites. 

Project NetWork. Project NetWork tested four distinct models of delivering the 

intervention in two states each. Most of its impact evaluations were based on a pooled 

analysis, but Kornfeld et al. (1999) summarize the results by service model and 

provide details of the analysis by model in an appendix. Kornfeld and Rupp (2000) 

also summarize the findings by model. 

DMIE. The evaluation that best exemplifies the case for separate site evaluations 

is DMIE. In each of four states, its evaluation selected a target group with specific 

disabilities, including mental health, selected mental and physical health disabilities, 

and diabetes. Whalen et al. (2012) conducted most of the impact analyses separately 

for each state, but they also pooled some analyses for two states because “the two 

states had similar participants with overlapping characteristics” (16). 

In general, the SSA evaluations we examined appeared to weigh the pros and cons 

of pooling across sites. When the target groups and interventions were similar, the sites 

were pooled; when there were major differences, sites were analyzed separately; and 

when both approaches offered different benefits, both approaches were used. 

Length of Follow-Up 

The follow-up periods for the SSA evaluations vary. Some of the evaluations 

focused on short-term outcomes, such as the outcome of the application process or 

reporting earnings for a yearly period to SSA. These evaluations tended to have very 

short follow-up periods. 

Nudging Timely Wage Reporting. This experiment tested four approaches for 

encouraging SSI recipients to report changes in their annual earnings. The intervention 

was very inexpensive and aimed to affect behavior for a maximum of only eight 

months, so a longer follow-up period was not needed. Also new notices are issued 

each year, so a longer follow-up would not be meaningful. 

BEST. This was a proof-of-concept study, where the goal was to see whether 

applicants for SSI and SSDI experiencing homelessness could be processed more 

quickly when they received alternative services. Because there was no control or 

comparison group, the immediate outcomes were compared to outcomes for other 

applicants. Presumably, if SSA decides to conduct a rigorous evaluation of a program 

like BEST, follow-up periods similar to those used in other SSA evaluations would be 

used. 
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HSPD. Short-term follow-up was important in the HSPD evaluation, but longer-

term follow-up could also be important. In HSPD, applicants experiencing 

homelessness who express symptoms of schizophrenia were provided with special 

services intended to speed up the SSI application process and improve the timeliness 

of benefit receipt; thus, the short-term outcomes were considered key in the evaluation, 

although longer-term outcomes were also of interest. 

Demonstrations intended to have long-term impacts on employment, earnings, 

and receipt of SSI or SSDI generally had longer follow-up periods, and many of the 

evaluations included multiple follow-up periods. Several of the evaluations tracked 

outcomes at one year after random assignment or at completion of services (AB, 

DMIE, HOPE), but follow-up periods of two or three years were more common 

(BOPD, MHTS, DMIE for some participants, MHTS, POD, Project NetWork, 

PROMISE, TETD, YTD). The longest follow-up periods were four years for Ticket 

to Work and Phase 2 of BOND and five years for PROMISE and Phase 1 of BOND. 

Although the AB final evaluation report was based on only a one-year follow-up, the 

follow-up has already been extended for 3 years and may be further extended for 11 

years. As previously mentioned, the follow-up for YTD has already been extended 

between five and seven years, with plans to extend it considerably further. 

How long should follow-up periods be? There is no universal answer. The optimal 

period depends on how long the demonstration might anticipate benefits to last based 

on theory, prior experience, and evidence from earlier follow-ups. As discussed 

earlier, many of the outcomes associated with evaluations of SSA interventions can be 

captured by administrative data maintained by SSA—employment, earnings, SSI and 

SSDI benefit receipt, and death. If these are the primary outcomes of interest, long-

term follow-ups can be conducted at a relatively low cost, at least as compared to 

evaluations that involve surveys. 

Cost is not the only consideration in determining the follow-up period, however. 

If a program appears to have no initial impact, is it reasonable to assume there might 

be a “sleeper” impact where benefits occur a few years later? (See, e.g., Chetty et al. 

[2016]). More likely, if there are initial benefits in the form of increased earnings, how 

long should the follow-up be? In the employment and training field, evaluation of the 

Job Corps provides an important caution regarding extrapolating earnings gains. In a 

four-year follow-up, the program had strong earnings gains through the 48 months 

following random assignment (McConnell and Glazerman 2001). The evaluators 

projected that the earnings gains would be sustained. As a result, in their cost-benefit 

analysis, they estimated the present value of earnings gains after the observation period 

to be more than $27,000. In a later report, Schochet, Burghardt, and McConnell (2006) 

concluded that “according to the administrative records data, the estimated [earnings] 

impacts in years 5 to 10 for the full sample are all near zero and none are statistically 

significant” (3). Because earnings impacts were not sustained, Schochet et al. reversed 

the earlier conclusions: “Because overall earnings gains do not persist, the benefits to 

society of Job Corps are smaller than the substantial program costs” (3). The longer 
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time horizon revealed that a program that appeared to have social benefits that 

exceeded its costs in the short run did not in fact produce net social benefits because 

the benefits lasted only for five years. 

The Job Corps results might not apply to the SSA demonstrations, but the point is 

that without a long enough follow-up period, policymakers must rely on extrapolating 

short-term findings. The implication is that for programs that appear to produce net 

social benefits and can use administrative data to track key outcomes, follow-ups 

should be conducted until projections are not needed to determine whether the present 

value of the program’s benefits exceeds its costs. 

A related issue is the amount of time over which a policy is tested. As discussed 

earlier, the evaluations of many demonstrations ideally should estimate the impacts of 

a permanent change in a policy, such as the reduction of the benefit reduction rate in 

BOND. If participants believe that a change in policies is permanent, how long the 

new rules are in effect is unimportant because participants will behave as if the new 

rules are permanent. If, however, participants are not sure a policy change is 

permanent—the reduction in the BRR in BOND was temporary, for example—they 

might not behave the way they would if it were permanent. The same general 

phenomenon arises in health insurance and income maintenance demonstrations. One 

way to determine whether the duration of a change affects impacts is to have treatment 

arms in which the change continues for different lengths of time. For example, in the 

Seattle and Denver Income Maintenance Experiment, one arm ran three years and the 

other arm ran five years. Comparing the two arms provided some indication of whether 

duration affected the response to the treatment (Burtless and Greenberg 1982). 

Efficacy versus Efficiency 

In discussing demonstration projects, the literature in public health distinguishes 

between efficacy trials and efficiency trials. Efficacy trials test the optimum 

implementation of an intervention, often at a small scale. Efficacy trials are conducted 

when, for example, programs are evaluated in the sites that are most likely to 

administer a treatment successfully, the individuals selected into treatment are those 

most likely to benefit from the treatment, the program was optimized for the conditions 

existing in the selected sites, or intensive technical assistance that would not exist in 

an ongoing program is provided to the sites (see Banerjee et al. [2017] for a 

discussion). Ideally, but not always in practice, effectiveness trials follow efficacy 

trials, when evaluations consider the program in a “real-world” setting, often 

increasing the scale of operations. This distinction is important because if an efficacy 

trail is conducted but an efficiency trial is not, the information available for launching 

the evaluated intervention as an ongoing program could be limited and possibly 

misleading. 

The MHTS is an interesting example of an efficacy trial. The study sites were 

selected on the basis of their ability to deliver a complex of intervention services, 

which included supported employment, systematic medication management, 
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behavioral health and related services, prescription medicine, and comprehensive 

insurance. Fidelity to the intervention model was exceptionally rigorously tested and 

technical support was provided to sites that deviated from the model. Two of the 

original 23 sites ceased recruitment and enrollment activities in the first year of the 

evaluation because of internal operation issues (Frey et al. 2011). 

The Role of Process Analysis 

In evaluating an intervention, it is important to determine how it actually operates. 

For example, is it delivered in the manner intended by those who designed it? Do 

participants in the delivery program receive the intended services? Would they receive 

the same or similar services without the program? Are different subgroups of 

participants treated differently? Interpreting impact estimates requires answers to such 

questions. The purpose of process analysis is to provide the answers. In this subsection, 

we briefly discuss three overlapping types of process analysis: studies of how well the 

intervention is implemented and communicated to those receiving it; analyses of 

participation in the intervention program; and studies of fidelity to the intervention 

model.33  

Implementing and Communicating the Intervention 

One of the major roles of process analysis is to determine the ways the 

intervention—and components of it—are implemented, how quickly they are 

implemented, whether they are implemented as intended, and whether individuals 

eligible to receive the intervention understand it. For example, the process analysis 

conducted in evaluating the SPI demonstration included descriptions of the processes 

used in each of the four states to implement the waivers tested in the demonstration. It 

also included assessments from SSA field and regional office staff regarding waiver 

implementation and the ways in which the waiver processes affected other SSA 

operations, such as reducing overpayments. Implementation analysis, which is the 

most frequently conducted type of process analysis, commonly involves reviews of 

relevant available written materials and interviews; focus groups; or surveys of staff 

running the intervention program, individuals eligible for the intervention, or both 

groups. 

The three SSA demonstrations that tested changes in the SSDI BRR (BOND, 

BOPD, and POD) illustrate the usefulness of process analyses in interpreting findings 

from impact analyses. For example, there was indication in all three studies that the 

treatment groups had difficulty understanding the changes to SSDI rules, which were 

complex, and especially complex in POD. This raises the question of whether the 

 
33  Details on findings from process analyses of the SSA demonstrations, with particular 

emphasis on recruitment and enrollment into the demonstrations and program delivery of 

services, can be found in Chapter 9 in this volume. 
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behavior responses to the intervention were suppressed by this lack of understanding, 

thereby muting the impact estimates, and whether similar muting would occur with a 

permanent policy change that allowed time for a greater understanding. In addition, 

the BOND final report concluded that there was less outreach in Stage 1 to inform 

beneficiaries about the offset than there likely would be if the tested rules were 

implemented permanently (Gubits et al. 2018a/b). 

Participation in the Intervention 

Participation analysis, a subcategory of process analysis, involves determining the 

percentage of the treatment group, and sometimes the percentage of the control or 

comparison group, that actually participates in the intervention being tested (e.g., that 

receives services). In addition, the characteristics of those who participate might be 

compared to those who do not. In the case of financial incentives, such as those 

provided by BOND, the process analysis also might include determining the 

percentage of the treatment group whose SSDI or SSI benefits are affected. 

Participation analysis is usually performed with data collected from surveys, 

available from management information systems, or sometimes from SSA 

administrative records. For example, using administrative data, the SPI evaluation 

determined what percentage of SSI recipients who were offered each of the four tested 

waivers actually used them. Similarly, the evaluation of BOND used SSA 

administrative records to examine the fraction of Stage 1 and Stage 2 treatment group 

members who used the financial incentive (i.e., the offset). When programs and 

policies involve multiple components (e.g., training and job placement), it is important 

to estimate participation in each program component. As previously mentioned, for 

instance, AB Plus provided health insurance and, in addition, treatment group 

members qualified for three different services that were accessed over the telephone. 

Using management information records, the evaluators computed distinct participation 

rates for the use participants made of the provided insurance plan and each of the 

telephone services (Michalopoulos et al. 2011). Finally, if some members of the 

control or comparison group receive services similar to the intervention’s from non-

program sources, then their participation rates in those services should also be 

determined. 

Based on survey data, the evaluation of Project NetWork estimated participation 

rates for both treatment and control groups for 10 separate services, finding that 

participation rates were fairly small for most services and that rates were not much 

higher for treatment group members than for control group members (Kornfeld et al. 

1999). Obviously, if there is little participation by treatment group members or little 

difference between treatment and control group participation rates, then impacts of the 

intervention on other outcomes are also likely to be small. 
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Fidelity to the Intervention 

Unless there is reasonable fidelity to the program model of the intervention being 

evaluated, it is not possible to interpret impact estimates, regardless of whether they 

are favorable or unfavorable, because what generated them is unknown. Moreover, 

once a lack of fidelity is uncovered, technical assistance can be provided to correct the 

problem.  

To the extent process studies determine whether an intervention was implemented 

as intended, they provide considerable information about fidelity. Sometimes, 

however, a further useful step is to develop an index to measure fidelity to the program 

model. One of the SSA demonstrations, the MHTS, did so. For this purpose, the 

evaluators used a 15-item measure, the IPS Fidelity Scale, where IPS (Individual 

Placement and Support) refers to the program model. The scale for each item ranged 

from a low of 1 (poor adherence to the model) to a high of 5 (close adherence to the 

model). The scale was administered annually by a designated team at all 23 of the 

study sites. Based on the results, the sites were provided feedback and, when needed, 

technical support (Frey et al. 2011). One potential use of a formal fidelity measure 

such as the IPS Fidelity Scale is that it can be incorporated into a multiple-site 

evaluation to see whether program impacts vary with fidelity score (see Greenberg, 

Meyer, and Wiseman 1994). 

It is evident that developing and implementing a formal fidelity measure requires 

considerable resources, suggesting that doing so should be limited to complex 

interventions such as the MHTS intervention, which included clinical services. At a 

minimum, studies of program implementation and participation should almost always 

be part of an evaluation. 

Role of Cost-Benefit Analysis34 

Cost-benefit analysis (CBA) assesses the net present value of economic gains or 

losses from an intervention by comparing its benefits with its costs. It usually does this 

from the perspective of society as a whole and also often from the perspective of the 

groups that compose society. The cost-benefit analysis of BOND, for example, 

examines benefits and costs from the perspectives of four groups: SSDI beneficiaries, 

the Disability Trust Fund, the rest of government, and society as a whole (Gubits et al. 

2018a/b). “Society as a whole” is simply the sum of the benefits received and the costs 

incurred by the first three groups and by non-beneficiaries. The benefits and costs 

 
34  In addition to conducting cost-benefit analyses as part of program evaluations, as Jesse 

Rothstein comments on this chapter, prospective CBAs can be useful in determining whether 

a proposed intervention is worth testing. By conducting a CBA before the demonstration, 

one can assess whether the impact required to achieve a positive net present value is feasible. 

Anticipated program impacts can sometimes be gauged by a literature review, meta-analysis, 

or microsimulation. 
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included in a CBA must be estimated in monetary terms such as dollars in order for 

them to be summed. 

Six of the SSA evaluations we reviewed included CBAs as part of their evaluation 

plan. Some of these CBAs have been completed, and others are planned. In addition, 

a cost-effectiveness analysis, in which costs were monetized but benefits were not, 

was conducted in one evaluation (Nudging Timely Wage Reporting); and program 

operating costs were estimated in two evaluations (MHTS and AB). 

Estimates of program operating costs are needed for budgetary purposes by 

agencies running a demonstration. However, if services offered by a program 

substitute for similar services available elsewhere, such an estimate might not be 

sufficient for CBA purposes. Stated a bit differently, estimates of operating costs are 

measures of gross costs, not net or incremental costs. It is, however, estimates of the 

net or incremental costs (which are usually obtained by comparing the costs of services 

received by a treatment group with the costs of similar services received by a control 

group) that are essential for cost-benefit analysis. 

CBAs usually examine a much larger range of benefits and costs than impact 

analyses do. For example, in addition to increases in earnings and SSDI benefits, the 

CBA of BOND included estimates of the impacts of the policy change on fringe 

benefits; SSI payments; income, sales, and payroll taxes; work-related expenditures 

(e.g., child care and transportation); the costs of the Ticket to Work program and state 

Vocational Rehabilitation programs; economic distortions related to changes in the 

government’s fiscal position; and time available outside of work (Gubits et al. 

2018a/b). 

Many of the key benefits used in CBAs, such as program or policy impacts on 

earnings and transfer payment receipts, are obtained directly from impact analyses. 

Other benefits, such as fringe benefits and tax payments, are derived indirectly from 

the impact estimates. For example, an estimate of BOND’s impact on fringe benefits 

was computed as a multiple of the estimate of BOND’s impact on earnings. Thus, 

CBAs are highly dependent on impact analyses. The other major input into CBAs, net 

program operating costs, is typically obtained from a separate cost study. 

As is evident, if a CBA is to be conducted, evaluation designs must include plans 

for collecting data on both the key outcome measures and the necessary cost 

information. Because cost-benefit analysis incorporates multiple impacts that could 

work in opposite directions, the net benefits of an intervention can demonstrate that an 

intervention is worthwhile even if its impacts on earnings and transfer benefits are 

negligible. 

In principle, the impacts of interventions can persist for many years. For example, 

impacts on earnings could potentially continue until the members of a treatment group 

retire. Benefits and costs would ideally be included in a CBA for every year for which 

they continue to exist. Because SSA administrative data follow individuals over time, 

they are ideal data for this purpose. However, policymakers usually want evaluation 

findings as soon as possible, rather than waiting until the members of a research sample 
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retire. As a result, a compromise involving projecting effects is often made. For 

example, the CBA of Project NetWork is based on observing impacts for two years 

for part of the sample and three years for the remaining sample and then projecting 

impacts for an additional two or three years (Kornfeld et al. 1999). The evaluation of 

YTD has conducted a “preliminary” CBA based on only 3 years of data (Honeycutt, 

Morris, and Fraker 2014), but SSA plans to internally conduct a future CBA based on 

a much longer observation period, possibly up to 25 years. 

AREAS FOR FURTHER EXPLORATION 

This section discusses topics that received little or no mention in the final reports 

of the SSA evaluations we reviewed. These include design innovations that SSA might 

consider in future evaluations. The section also considers potentially important 

program impacts that have seldom been estimated in SSA evaluations because doing 

so is difficult. 

Alternative Experimental Designs 

The essence of experimental evaluations is the use of random assignment as the 

method of allocating individuals to treatment and control groups. In this subsection, 

we introduce variations in the way that random assignment can be carried out. The 

simplest approach is for each individual to have the same probability of being assigned 

to either treatment status; if there is a single treatment and a control group, for instance, 

then each study enrollee would have a 50 percent chance of being assigned to either 

status. 

There are several reasons why the probability of assignment might not be 

uniform.35 First, if the budget for the evaluation includes the cost of the intervention 

being evaluated, then treatment cases require much more expense than control cases 

do. If the control group is larger than the treatment group, more individuals can be 

included in the evaluation, and treatment impacts can be estimated more precisely. 

Second, if individual sites must volunteer to participate in the evaluation, then they 

could be more agreeable if only a small portion of the research sample will be assigned 

to the control group and denied services (assuming the treatment adds desirable 

services). 

If there are two treatment groups and a control group, then the issue of what 

assignment ratio to use becomes more complex, depending in large part on how the 

data will be analyzed. If the most important hypotheses involve combining the 

treatment groups, as is sometimes the case (e.g., when the hypothesis of most interest 

is whether receiving any of the treatment services has an impact, rather than assessing 

the impacts of alternative treatments), then the optimum design will assign fewer cases 

 
35  BOND stage 1 and YTD are examples of demonstrations where probabilities of assignment 

to treatment and control status were not equal. 
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in each treatment group, than if the most important hypotheses concern the relative 

impacts of the alternative treatments. 

Clustered Designs 

Hussey and Hughes (2007) note that “cluster (or community, or group) 

randomized trials (CRT) are distinguished by the fact that individuals are randomized 

in groups rather than individually” (182). They observe that “cluster designs may be 

chosen because the intervention can only be administered on a community-wide scale, 

or to minimize contamination, or for other logistic, financial, or ethical reasons” (182). 

The major drawback of cluster designs is that they usually lack sufficient statistical 

power because they generally have too few sites. 

Stepped-Wedge Designs with a Staggered Rollout 

Stepped-wedge designs are a type of “staggered introduction design,” where 

initially none of the clusters has the intervention, then over time, the intervention is 

gradually introduced. In this way, late implementing clusters serve as comparison 

groups for early implementers (Peck 2020, 40). Hussey and Hughes (2007) define the 

stepped-wedge design as follows: 

A stepped-wedge design is a type of crossover design in which 

different clusters cross over (switch treatments) at different time 

points. In addition, the clusters cross over in one direction only—

typically, from control to intervention. The first time point usually 

corresponds to a baseline measurement where none of the clusters 

receive the intervention of interest. At subsequent time points, 

clusters initiate the intervention of interest and the response to the 

intervention is measured. More than one cluster may start the 

intervention at a time point, but the time at which a cluster begins 

the intervention is randomized. (183) 

The stepped-wedge design can be a useful way to evaluate an intervention that 

eventually will be provided to the entire population, particularly when it could be 

considered unethical to withhold the intervention for an extended period. 

There are, however, some aspects of this design that limit its utility. First, the 

clusters in treatment and control status might not be similar in characteristics that 

affect the outcomes of interest. If so, differences in the outcomes of treated and 

untreated clusters can result from baseline differences, rather than from presence of 

the treatment. Depending on the number of clusters, this problem can be mitigated to 

some extent by randomizing when the treatment is implemented in each cluster. The 

Ticket to Work evaluation was based on a variant of a randomized stepped-wedge 

design. All SSI and SSDI participants were entitled to receive a ticket, but the tickets 



38 Barnow and Greenberg 

 

 

were allocated monthly based on the last digit of the Social Security number, which is 

equivalent to random allocation (see Livermore et al. 2013). 

Second, the stepped-wedge design is more valuable for measuring short-term 

impacts than long-term impacts. Suppose, for example, the comparison clusters 

transition to treatment status on a monthly basis, and the evaluators are interested in 

the impact of the intervention on earnings, say, 10 years later. At the end of 10 years, 

the evaluation would not be able to observe groups with and without the treatment; it 

could only observe groups that had the treatment (say) 10 years ago and compare them 

to individuals from groups that had the treatment 9 years ago. For an intervention such 

as job search assistance, where the impact is likely to take place immediately after the 

intervention and then decay to zero fairly rapidly, a stepped-wedge design can be 

adequate. For a potentially long-lasting intervention, such as occupational training, the 

design is less useful. The timing of the rollout should be chosen to align with 

information needs. 

Adaptive Designs 

By adaptive designs, we mean modifications in the evaluation design as a result 

of preliminary evaluation findings. One example is early-stopping designs in which 

minimum target impact values are set prior to beginning a demonstration. If the 

estimated impacts fail to meet these targets, the demonstration and its evaluation could 

then cease.36 Other adaptive designs involve modifying a treatment to make it more 

attractive to the target population, improving communication about the treatment, and 

augmenting the size of the sample or modifying the randomization procedure to 

increase the chances of obtaining a statistically significant finding. Chow and Chang 

(2012) provide a comprehensive summary of adaptive designs in clinical health trials. 

 
36  Although early stopping can result in considerable resource savings, it should be used with 

caution because early findings from an experimental evaluation in the social policy area can 

be highly misleading. For example, the United Kingdom’s Employment Retention and 

Advancement demonstration’s early impacts on earnings appeared very promising for 

unemployed single mothers receiving welfare and more modest for long-term unemployed 

men. However, these impacts faded for the former group but were sustained for the latter 

group. As a result, a cost-benefit analysis found positive net present values for the 

unemployed men, but not for the single mothers (Hendra et al. 2011). This finding was 

unanticipated by those involved in the evaluation. Important ethical issues can also be raised 

by early stopping. During the 33 months the Employment Retention and Advancement 

demonstration was scheduled to continue, participants were promised a substantial cash 

incentive three times a year if they worked at least 30 hours a week for 13 out of every 17 

weeks. If the demonstration had been prematurely terminated for men in the treatment group 

based on those early findings, then bonuses would have been lost to the men expecting them. 
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Factorial Designs 

Factorial designs are the natural next step beyond a multi-armed experimental 

evaluation. Peck (2020) defines a factorial design as one that “varies two (or more) 

treatment dimensions or factors, randomizing to each individually and to both 

together. If the levels of each factor include ‘absence’ or ‘presence,’ then the absence 

of both factors represents a status quo control group” (78). Factors can either vary in 

dosage or simply be present or absent. 

As an example, consider a modification to the SSDI program where SSA wants 

to test two variations of the reduction for earned income (the current SSDI cash cliff 

versus a 50 percent BRR) and two variations in the threshold at which benefits 

currently cease (the current threshold versus a higher threshold that is twice as large 

as the current threshold). In a factorial design, participants are assigned to one of the 

possible combinations of the factors. In the situation described above, these would be 

(1) the cash cliff and the current threshold; (2) the cash cliff and the higher threshold; 

(3) 50 percent reduction of the benefit for each dollar of earned income and the current 

threshold; and (4) 50 percent reduction of the benefit for each dollar of earned income 

and the higher threshold. If the factorial design is applied to an ongoing program, one 

of the factor combinations is the current design (the first design in the example), which 

is a type of control group. In a training program demonstration, a control condition can 

be included where all factors are set to “no services.” 

Factorial designs have been used in random assignment evaluations to evaluate 

health insurance programs and welfare policies. In the example above, the two factors 

are the BRR and the threshold at which the reduction in benefits is applied. The 

primary advantage of factorial designs is that they can be used to estimate the impacts 

of each factor separately and every combination of the factors.37 The primary 

disadvantage of factorial designs is that to estimate all treatment combinations, the 

required sample size increases, as does the cost of the demonstration. 

Other Experimental Designs 

There are many variations on how random assignment can be implemented in an 

evaluation. Examples are provided in Peck (2020) and Orr (1999), but these sources 

are not exhaustive. The best design for a specific evaluation will depend on which 

hypotheses are most important to test, cost limitations, ethical considerations, and 

practicalities. 

Seldom-Estimated Impacts 

Interventions that include policy and program changes can affect outcomes in 

numerous ways. This subsection discusses some impacts that are potentially important 

 
37  Peck (2020) notes that a 2 × 2 factorial design can be used to test eight hypotheses. 
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under some circumstances but difficult to estimate. As a result, they were seldom 

addressed in the final reports of the SSA evaluations we reviewed. 

General Equilibrium Effects 

SSA policies and programs that affect labor market behavior such as employment 

placement and training programs (e.g., MHTS, TETD, Ticket to Work, YTD) and 

policies that change financial work incentives (e.g., BOND, BOPD, POD) can have 

effects on the well-being of individuals who themselves do not receive SSDI or SSI, 

and because of this, on the general economy. We consider three types of these effects 

next (see Greenberg et al. [2011] for a fuller treatment of the issues).38 

Displacement Effects 

Job training programs or financial work incentives policies, if successful, can 

increase competition for available jobs. As a result, individuals who are directly 

affected can end up in jobs that would otherwise have been held by those not directly 

affected by the programs or policies (Johnson 1979; Schiller 1973). If so, the earnings 

of the latter are less than they otherwise would be, and consequently the net benefits 

of the programs or policies are less than otherwise would be the case. For example, as 

shown in Exhibits 1.6 and 1.7 in Chapter 1 in this volume, the TETD program had 

modest but positive impacts on the employment and earnings of the SSI recipients with 

intellectual disability who received the services offered by the program. It is possible 

that in the absence of TETD, persons who were not receiving SSI would have occupied 

these positions.  

The importance of displacement effects partially depends on the number of 

existing job vacancies. The fewer the number of job vacancies, the more difficult it is 

for unemployed individuals who are indirectly affected by the programs or policies to 

find jobs that are alternatives to the jobs taken by the unemployed individuals who are 

directly affected. As a result, the latter have “displaced” the former in the job market. 

This suggests that the size of the displacement effect is likely to reflect the state of the 

relevant local labor markets. However, even if there is high unemployment and 

substantial displacement, it is unlikely to be permanent. If the economy is expanding, 

the displacement effects should diminish over time, as job opportunities open and 

absorb those who were displaced. 

As a result, the displacement effect is likely to be more important in the short run 

than in the long run. Moreover, as emphasized by Johnson (1979) and Katz (1994), if 

 
38  A fourth type is “multiplier effects,” which refer to the possibility that SSA interventions 

might stimulate the economy through employment, subsequent consumption, and so on. 

Multiplier effects are germane only when unemployment is substantial. In general, multiplier 

effects are probably best ignored in evaluations of training programs. This is because any 

multiplier effect that results from training program expenditures is likely to offset multiplier 

effects that would have occurred had the same funds been used for an alternative purpose. 
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training programs can impart skills that allow trainees to leave slack occupational labor 

markets for tight ones, then programs decrease the competition for job vacancies in 

the slack markets, thereby making it easier for those in the slack labor markets who 

are ineligible for the program to find jobs. Such a possibility could produce a result 

that is the exact opposite of a displacement effect—total employment could increase 

by more than the number of persons who are trained. 

It is rarely possible to estimate the size of displacement effects as part of an 

evaluation of a specific program or policy (an exception is Crepon et al. [2013]). That 

being the case, whenever favorable impacts on employment are found in an evaluation, 

we suggest that displacement should be mentioned in the evaluation report as a 

potential unmeasured effect of uncertain size. This is especially relevant in the context 

of cost-benefit studies, such as the one conducted as part of the evaluation of TETD, 

where displacement should be appropriately viewed as a negative benefit from the 

perspective of society as a whole. The state of the labor market in the evaluation sites 

should be considered in this discussion because displacement effects will likely be 

larger where unemployment is higher, and they will diminish over time if the economy 

is expanding. For example, the unemployment rate was relatively low at the time the 

TETD demonstration was run, suggesting that displacement may have been modest. 

Fiscal Substitution Effects 

Akin to displacement effects, a “fiscal substitution” effect (Johnson and Tomola 

1977) can occur when the government provides employment subsidies or directly 

places targeted disadvantaged individuals into jobs at government agencies or non-

profit institutions. For example, some YTD sites paid subsidies to private sector 

employers to hire members of specific disadvantaged target groups. Under such 

programs, the targeted group members might be hired instead of, or even replace, 

group members who are not targeted (subsidized) and so are more expensive for 

employers to hire. An example is when a local government uses individuals paid for 

by the federal government under a jobs program rather than hiring employees that the 

locality must pay for (Johnson and Tomola 1977). This is a concern because although 

employment among the target group could increase, to the extent fiscal substitution 

occurs, this favorable effect is offset by decreases in employment, among others. 

Research on fiscal substitution effects suggests that they are often large, 

sometimes finding that half or more of any gain in earnings by program participants is 

offset through loss of earning by those substituted for (see the review of the empirical 

literature by Greenberg et al. [2011]). As with displacement effects, the implications 

for interpreting evaluation results of fiscal substitution effects should be mentioned in 

evaluation reports on programs that can potentially cause them—for example, the 

YTD sites that paid subsidies to private sector employers. 
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Equilibrium Wage Effects 

If those affected by training programs or financial work incentives search harder 

for jobs or if their job skills increase—and, as a result the amount they work is greater 

than it otherwise would have been—then the resulting increase in labor supplied will 

tend to put downward pressure on equilibrium wages within the labor markets in which 

they work. As a result, workers who are employed in those same labor markets might 

receive lower wages than they otherwise would, a consequence that program 

evaluations are unlikely to capture. Most, but not all, of the empirical literature 

concludes that such effects are typically fairly modest (see Greenberg et al. 2011). 

Although most SSA programs or policies seem unlikely to bring about large 

equilibrium wage effects, we believe that future evaluations would do well to consider 

whether these effects are likely to have occurred. For example, one can consider 

whether the program accounted for a relatively large proportion of the supply 

population in specific labor markets. 

Entry Effects 

If a job placement or training program or a financial work incentives policy for 

SSDI beneficiaries or SSI recipients is perceived as attractive, but is available only to 

those on SSDI or SSI, some individuals might apply for SSDI or SSI benefits in order 

to access the program or policy (an “entry effect”). In contrast, if a program or policy 

is viewed as unattractive (e.g., a mandatory training program), some individuals who 

might otherwise have taken up SSDI or SSI could decide not to do so. The latter effect 

on entry is sometimes known as a “deterrent effect.” Deterrent effects seem likely to 

be more important than entry effects for SSDI and SSI programs, because entry into 

these programs is difficult. For example, qualifying for benefits is contingent on a 

medical examination and on not having earnings for at least five months and often 

longer. 

Moffitt (1992a, 1996), who first introduced the topic to the evaluation literature, 

argues that both entry effects and deterrent effects could be substantial. Entry effects 

will continue to occur over the long run and are unlikely to be fully observed in 

evaluations of programs and policies being tested as a demonstration. By definition, 

deterrent effects keep individuals from volunteering for a program or cause them to 

withdraw if they have already volunteered. In the case of mandatory job training in 

exchange for transfer benefits, for example, some individuals might withdraw from 

the benefits program or not enroll in the first place. Though evaluators would be able 

to observe withdrawals, they cannot observe individuals who do not enroll in a 

program such as SSDI or SSI. 

Not surprisingly, empirical evidence about the magnitude of entry effects is quite 

limited. Most of what does exist pertains to welfare-to-work programs in the United 

States and Canada (Greenberg et al. 2011). Research on program entry effects is 

usually conducted separately from the evaluations of these programs and based on 
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aggregated data. Most of the findings are consistent with what might be anticipated: 

mandatory welfare-to-work programs consistently seemed to modestly discourage 

entry by making it more burdensome to receive welfare, whereas there is some 

evidence (although not as consistent) that voluntary programs tended to encourage 

modest entry onto the welfare rolls by providing services that might otherwise be 

difficult to obtain. The modesty of these estimates possibly suggests that entry and 

deterrent effects need not be considered a major issue in SSA evaluations. 

Nonetheless, as discussed in Chapter 3, there was some concern prior to the 

BOND evaluation that the intervention might have an entry effect into SSDI as a result 

of the attractiveness of the benefit offset and that such an effect could not be measured 

by BOND’s experimental design. As a result, although not ultimately taken up by SSA, 

several alternative designs for estimating BOND’s effect on entry were proposed 

(Tuma 2001; Maestas, Mullen, and Zamarro 2010). 

Program Component Effects 

Most training programs consist of multiple components. A training program could 

offer help with searching for a job, counseling, basic education, more advanced 

education, Vocational Rehabilitation, on-the-job-training, classroom training, 

supportive services, and financial help in the event of emergencies. The Ticket to 

Work program, for example, allows SSDI beneficiaries and SSI recipients to use 

training and a variety of other services to assist themselves in obtaining employment. 

Even though few trainees will participate in all the components of a training program, 

many are likely to participate in more than one. Policymakers would, of course, like 

to know which components or sets of components are effective and which are not and 

the characteristics of the trainees for whom each component or component 

combination works best. 

Learning about the relative effectiveness of various services is difficult. An 

obvious approach is to compare individuals who receive different combinations of 

services within a program. However, regardless of whether the services are selected 

by those running the program or by the program participants themselves, as in Ticket 

to Work, those receiving various services are likely to vary from one another in their 

labor market potential. For example, those receiving only help in job placement are 

likely much more job ready than those receiving basic education and Vocational 

Rehabilitation. This suggests that comparing labor market outcomes such as earnings 

to measure effectiveness is highly problematic. Another approach is to compare 

outcomes at program sites that emphasize different combinations of services. 

However, again, the client populations and local economic conditions could differ 

across sites, making it difficult to isolate the effects of the program design (see Barnow 

and Greenberg 2020). 

Multi-armed experimental evaluations are probably the best way to learn about 

the relative effectiveness of alternative services or to isolate the relative impacts of 

components of a set of services that make up a multifaceted program. Factorial designs 
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offer the opportunity, as well. SSA has used multi-armed designs, but not factorial 

designs. Bell and Peck (2016b) describe a number of ways multiple arms, multistage 

randomization, and factorial designs can be used “to measure the contribution of 

specific features of interventions to overall impacts” (106). They also provide useful 

examples of when these designs have been used in practice. When they are not used, 

it could be necessary to use non-experimental methods to attempt to estimate the 

impacts of alternative components. 

Site Representativeness 

In the section “Major Evaluation Design Lessons,” we discussed population-

representativeness; the idea that the sample used in an evaluation of a demonstration 

project should ideally be representative of the individuals who would be eligible for 

the intervention being evaluated were it be rolled out nationally. The “Population-

Representativeness” subsection above discussed two reasons why population-

representativeness might not occur: the demonstration sites might not be representative 

of the target population; and, even within each demonstration site, the individuals 

affected by the intervention might differ from those affected were the program rolled 

out nationally. This subsection discusses how the first issue might be addressed. 

Olsen et al. (2013) argue that most evaluations use purposive (i.e., convenience) 

samples of sites that are readily available, and that unless site impacts are identical 

across sites, impact estimates from such samples of sites are likely to be biased 

estimates of the impacts for the full population of interest. They offer several 

suggestions for coming closer to site representativeness than is often the case. 

Site representativeness would be best accomplished by randomly selecting the 

sites from the full population of potential sites. The BOND evaluation is one example 

of when this was done. Olsen et al. (2013) make several suggestions to help 

approximate the random selection of sites when doing so is infeasible. One is to 

explore what characteristics make sites more likely to participate in a purposive study, 

and to compare impacts from these types of sites versus what would be obtained in a 

study in which sites were randomly selected. In addition, they suggest strategies that 

can be pursued to minimize the likelihood of refusal to participate in the study, such 

as providing incentives and passing laws requiring participation. Their third 

suggestion is to offer inducements to sites that initially refuse to participate and then 

compare the impacts of the original sample with the impacts of the sites that participate 

after additional recruitment efforts. 

The final suggestion offered by Olsen et al. (2013) is to gather additional site 

characteristics and estimate the probability that various sites would participate and 

then use this information to develop weights for the analysis based on participation 

probabilities. They note that work on increasing external validity is at a formative 
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stage, but they believe evaluations will be more useful if external validity 

shortcomings are recognized and efforts are made to correct for the bias.39 

CONCLUSIONS ABOUT EVALUATION DESIGN LESSONS 

This chapter has examined 16 SSA evaluations that served the target populations 

of the SSDI and SSI programs. We focused on the design of the evaluations in order 

to provide strategies and lessons for future SSA evaluations. The evaluation designs 

are quite diverse. Most of the studies were experimental, but four were non-

experimental and two of them were proof-of-concept studies that were not intended to 

provide impact estimates. 

The evaluated interventions varied enormously. Three emphasized removal of the 

SSDI cash cliff threshold, one provided financial work incentives through waivers, 

three helped individuals apply for SSDI and SSI, one provided health insurance, one 

improved access to medical care and support services for individuals with disabilities 

not on SSDI or SSI, one sent letters to SSDI beneficiaries to nudge them to self-report 

their earnings, and six provided services intended to facilitate employment. The types 

of interventions that were evaluated strongly influenced the outcome measures that the 

evaluations emphasized, with earnings, employment, SSI and SSDI payments, health, 

and application speed and success playing important roles in different evaluations. 

Most of the evaluated interventions could involve only individuals who first 

volunteered, but three covered all SSDI beneficiaries who met certain criteria. In some 

of the SSA evaluations, but far from all, there were reasons to be concerned that they 

were not sufficiently population-representative. 

Most of the evaluations assessed only a single treatment arm, but three examined 

two treatment arms, and one assessed four. Most of the SSA evaluations took place at 

multiple sites, and most of these pooled the findings across their sites, but a few did 

not. Most used SSA administrative data, and some also collected survey data. Almost 

all conducted a process analysis, although the methods used varied considerably; and 

about half also conducted a cost-benefit analysis or cost analysis. 

Similar variation can be found in evaluations of programs and policies targeting 

other disadvantaged groups such as the unemployed and those participating in 

Temporary Assistance for Needy Families (TANF) and Supplemental Nutrition 

Assistance Program (SNAP) programs. What makes the SSA evaluations unique is 

that they target individuals with disabilities who either receive SSDI or SSI or are 

candidates to receive these benefits. As a result, most of the evaluations could use SSA 

administrative data. The SSA administrative data are arguably superior to 

 
39  There is some literature on manipulating results from an evaluation’s sample to reflect the 

broader population of interest; this literature often makes use of post hoc propensity score 

methods (e.g., Stuart et al. 2011). Tipton (2013, 2014) and Tipton and Peck (2017) suggest 

a design approach for ensuring the generalizability from an evaluation’s sample to a larger 

population. 
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administrative data from state UI programs, the data on which most evaluations 

involving other disadvantaged target groups have relied. Because the SSDI and SSI 

programs are difficult to enter, the SSA evaluations were probably also less subject to 

entry effects. Evaluations of interventions targeting the recipients of UI, TANF, and 

SNAP have typically been mandatory, whereas those focused on individuals with 

disabilities typically are not. Because the latter are voluntary, they are probably less 

subject to deterrent effects. 

SSA has done an admirable job over the past nearly four decades in using 

demonstrations as a means to uncover the impacts of its potential policy changes. 

Indeed, the large majority of its demonstrations have involved experimental 

evaluations. The result is that a strong evidence base exists to inform decisions in this 

policy arena. 

Our recommendation is that SSA continue to prioritize use of experimental 

evaluation designs. In this chapter’s “Areas for Further Exploration” section, we 

suggested how the agency might push the envelope further. 
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Chapter 2 

Comment 

Jesse Rothstein 

University of California, Berkeley 

Burt Barnow and David Greenberg (in “Design of Social Security Administration 

Demonstration Evaluations”) have done an excellent job summarizing the design of 

16 evaluations conducted by the Social Security Administration (SSA) of 

demonstration programs involving Social Security Disability Insurance (SSDI) and 

Supplemental Security Income (SSI). They methodically and thoroughly review how 

the different evaluations made choices around research design, statistical power, 

population-representativeness, data sources, missing data, and so on. 

My comments here will focus on the interplay between the design of evaluations 

and the intended or expected use of the evaluation results in support of policy 

decisions. I focus on impact evaluations, typically randomized experiments, that infer 

the effect of a program on participants by comparing their outcomes to those of others 

exposed to a control condition.  

I emphasize that my comments are not intended as criticism of SSA’s past or 

current practice—overall, I am impressed at the care taken in the design and 

implementation of SSA’s demonstration studies, many of which operated under 

externally imposed legal, logistical, or budgetary constraints. My comments are aimed 

primarily at policymakers interpreting the results of such constrained evaluations, and 

secondarily at evaluators, at SSA and elsewhere, who may in the future face design 

choices that could be informed by these considerations to better support the decisions 

that ultimately will depend on them. 

WHAT TO EVALUATE?  

A major question is what types of demonstrations to evaluate, and when in the 

policy development process it is appropriate to conduct a formal impact evaluation. 

Barnow and Greenberg distinguish efficacy trials from effectiveness trials, terms that 

I believe are borrowed from medical research. In Barnow and Greenberg’s 

descriptions, efficacy trials “test the optimum implementation of an intervention, often 

at a small scale,” whereas effectiveness trials “consider the program in a ‘real-world’ 

setting, often increasing the scale of operation.” This is a useful distinction, and both 

types of trials are important. But they are not sufficient. These types of trials are 

appropriate primarily when we begin with a well-developed, carefully specified 

“intervention” that we want to study, for the purpose of deciding whether to implement 

it at a large scale, or perhaps to abandon it.  

This is not the only value of policy demonstration and evaluation research. 

Another situation, arguably more common, is where policymakers have a theory about 

a potentially desirable change but are not sure whether the theory is correct or, if it is, 
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how to best use that theory to achieve desired outcomes. For example, policymakers 

might have a theory that some SSDI recipients are physically and mentally able to 

return to work but are prevented from doing so by the financial incentives built into 

the benefit structure. This theory, if correct, might support programmatic changes that 

reduce the rate at which benefits are reduced when earnings increase (as in the State 

Partnership Initiative demonstration [Kregel 2006b] or in BOND) or that allow 

participants to remain in the program even when earnings exceed the usual threshold 

(a variant of which is included in POD). But there are many potential programmatic 

changes that would accomplish this. 

An efficacy trial would be appropriate if we had a single proposed change to 

consider—if the only decision to be made is whether to expand that exact change to 

the broader population or to abandon it, and there was no question about whether other 

potential changes might be better.40 But often there are other decisions that we would 

like a demonstration to support—for example, whether we should further explore other 

similar changes, or look elsewhere for solutions to perceived problems. An efficacy 

trial is not designed for this.  

This suggests that there is value in considering a third type of trial. Ludwig, Kling, 

and Mullainathan (2011) propose “mechanism experiments,” where the goal is not to 

test a specific intervention as a program but to assess whether a hypothesized 

mechanism or theoretical channel is operative. One might use a mechanism 

experiment to test an intervention that would never be rolled out at a very large scale 

but that is well suited to assess the validity of a behavioral theory, with an idea that if 

the trial is successful then it could be used to support the design of a new intervention 

that exploits the same theory in a different way and that would be more realistic for 

large-scale implementation.  

In the example of work incentives for SSDI recipients, a mechanism experiment 

might explore a very high powered incentive, such as a dramatically increased 

earnings disregard or a large wage subsidy, that would be too expensive to plausibly 

implement on a large scale but that would permit a clear test of the underlying theory. 

A version of this has been talked about as the “Ultimate Demonstration,” which would 

allow SSDI beneficiaries to earn any amount without facing benefit reductions (see, 

e.g., Gubits et al. 2019). If the work incentives theory is correct, this high-powered 

treatment would surely yield sizeable impacts on beneficiary work. It could then be 

followed up with efficacy studies of lower-powered interventions, and then by 

efficiency studies. On the other hand, if the Ultimate Demonstration did not yield labor 

supply effects, we would have clear evidence that no incentive-based strategy is likely 

to work. 

 
40  In some cases, legislation may specify a particular policy change to be implemented and 

evaluated. Even here, this change can be thought of as an example of a family of potential 

changes to be assessed, rather than as the only change of interest; often, though not always, 

legislators may be interested in considering future implementation of another policy from 

the broad family, rather than just the specific policy specified for evaluation. 
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An advantage of adding a category of mechanism evaluations to the toolkit is that 

it might help to avoid category errors that are common in the policy use of program 

evaluation evidence. It is common to interpret a failed efficacy study as an indictment 

of the entire underlying theory rather than just of the specific program that was 

evaluated—in effect, treating it as a mechanism study though it was not designed as 

one.41 But when the study considered only a single example, one not necessarily well 

crafted to test the mechanism, this conclusion may not be supported.  

Indeed, some studies that are conceptualized as efficacy studies are really 

intended as mechanism studies, as the implicit intent is to assess not a specific 

intervention but a category of intervention. For example, Congress may specify a 

particular demonstration, but in fact be interested in exploring a possible direction for 

policy change rather than the specifics of the intervention to be evaluated. It is much 

better to recognize this explicitly. In some cases, this can support better study 

designs—for example, as in the Ultimate Demonstration, amplifying the “dosage” of 

the treatment to ensure that if the mechanism is operative, it will be found, even though 

such a high dosage would not be realistic in a larger-scale program. In other cases, 

legislation may not give SSA that flexibility, but policymakers may be able to more 

intelligently consider the generalizability of the results if they recognize that the study 

was a partial test of a mechanism rather than just a test of the efficacy of the particular 

intervention studied. 

STUDY IMPLEMENTATION AND POLICY 

Once a decision is made about exactly what intervention will be studied, there are 

several additional ways that demonstration practice can better reflect the potential 

policy uses of the study. I briefly review two here. 

First, Barnow and Greenberg discuss the importance of including prospective 

power calculations in the design of evaluations. These are statistical calculations made 

at the outset of a study of the “minimum detectable effect” (MDE), the smallest true 

effect of the intervention that the evaluation would have a reasonable chance of being 

able to distinguish from zero. The goal is to avoid underpowered studies that do not 

generate precise enough effect estimates to support decisions. 

I would argue that evaluators should—and indeed often do—go further, and 

include not just MDE estimates but prospective cost-benefit analyses or threshold 

analyses that identify how large the effect of the intervention would need to be for the 

program to be considered successful. Design studies should make clear how the MDE 

relates to the threshold analysis, ideally justifying the chosen MDE as a policy-relevant 

impact. This would help guard against a frequent pitfall of evaluation design, where 

budget or other considerations dictate the design of the study and the MDE simply 

 
41  Note that this can occur despite the best efforts of evaluators to caution against over-

generalization—the message that the mechanism may operate even though the particular 

intervention failed is a difficult one to communicate to policymakers. 
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follows from that.42 Underpowered studies cannot support decisions about whether to 

pursue a program, and the mere fact of reporting the prospective power calculation in 

the postmortem evaluation report does little to repair this. Even when sample sizes and 

MDEs are dictated by non-study constraints, evaluation results are likely to better 

support policy decisions if they are contextualized relative to pre-specified threshold 

or other analyses of what effects would be programmatically meaningful. 

Second, Barnow and Greenberg discuss at length the representativeness (or lack 

thereof) of the populations included in demonstration studies. A particular challenge 

is the reliance on volunteers for sample recruitment. This is a necessity in many 

demonstrations, particularly those involving changes to programs that are legal 

entitlements (as in many of SSA’s demonstrations). Nevertheless, those who step 

forward to participate in a trial are likely those who see the largest potential benefits 

from the program being tested, greatly limiting our ability to generalize to the wider 

population. In other contexts, this has been called “randomization bias” (Heckman 

1992; Malani 2006). I view this as a very serious problem and see two potential ways 

of dealing with it. First, sometimes redefining a study as a mechanism study can avoid 

the problem—if the goal of the study is merely to test whether a mechanism operates, 

perhaps it is enough to establish that it operates in some subpopulation. Second, we 

might consider varying the incentive to participate in the trial across sites or 

subpopulations and using this variation to test the magnitude of randomization bias, 

which will tend to decline as the incentive to participate grows. This is analogous to 

DiNardo et al.’s (2021) proposal for avoiding survey nonresponse bias. 

 

Jesse Rothstein, Chancellor’s Professor of Public Policy and Economics; Faculty 

Director, California Policy Lab, University of California, Berkeley—Dr. Rothstein's 

research covers topics in education and labor market policy. 

  

 
42  For example, the POD evaluation design report (Wittenburg et al. 2018) discusses a target 

of 9,000 participants as following primarily from logistical and budget concerns, then 

calculates MDEs based on this sample size. These MDEs are characterized as “relatively 

small impacts,” but there is no formal or informal analysis to justify these MDEs as related 

to thresholds for program success. 
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Chapter 2 

Comment 

Jack Smalligan 

The Urban Institute 

Burt Barnow and David Greenberg (in “Design of Social Security Administration 

Demonstration Evaluations”) have written a very impressive and thorough discussion 

of some of the past demonstrations conducted by the Social Security Administration 

(SSA), the evaluation methodologies SSA has used, and the evaluation techniques 

SSA should consider for future demonstrations. Their chapter reviews 16 SSA 

evaluations, including 12 using experimental assignment designs. 

Barnow and Greenberg identify several ways in which SSA evaluations are 

unique from evaluations of other social programs. First, the focus for SSA’s 

demonstrations are individuals receiving or potentially receiving Social Security 

Disability Insurance (SSDI), Supplemental Security Income (SSI), or both benefits. 

This focus has the advantage of SSA evaluations often being able to use SSA 

administrative data, but it also introduces limitations that I will discuss below. Second, 

participation in SSA evaluations is voluntary. In contrast, evaluations in the 

Unemployment Insurance (UI) program, Temporary Assistance for Needy Families 

program (TANF), and Supplemental Nutrition Assistance Program (SNAP) are 

mandatory and the high turnover rates in the programs broaden the target audience.  

Barnow and Greenberg discuss a range of evaluation techniques that SSA can 

explore for future demonstrations, including alternative experimental designs and 

clustered and adaptive designs. They also identify some seldom estimated impacts that 

SSA could include in future demonstrations. Regarding entry or deterrent effects, 

where an intervention may encourage or discourage participation in SSDI or SSI, they 

recognize that these effects are hard for SSA to measure given the target population of 

individuals already participating or potentially participating in its programs. However, 

they conclude, “The modesty of these estimates…suggests that entry and deterrent 

effects need not be considered a major issue in SSA evaluations.” This conclusion I 

will revisit in the discussion below. 

To put Barnow and Greenberg’s conclusions in a broader context, I’m going to 

consider the design framework for SSA demonstrations and focus on how we re-

envision the federal government’s overall demonstration research agenda for people 

with disabilities. In short, the framework for SSA’s demonstrations should be 

broadened, in terms of both the target population and the types of program features 

that are evaluated. 

First, the programmatic focus for federally funded demonstrations should 

broaden. As Barnow and Greenberg discuss, the current unit of analysis for SSA’s 

demonstrations is individuals receiving or potentially receiving SSDI, SSI, or both 

benefits. Congress should instead view this as national demonstration authority. Many 
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more Americans identify as having a disability compared with the subset of individuals 

participating in SSDI and SSI or seeking to participate in the programs. If Congress 

gave a broader charter, more demonstrations could test and evaluate interventions 

where programs intervene earlier with at-risk individuals who have no connection to 

SSDI or SSI. 

The US Department of Labor’s Office of Disability Employment Policy (ODEP) 

and SSA have made a start on a broader focus with the Retaining Employment and 

Talent after Injury/Illness Network (RETAIN) demonstration. RETAIN seeks to 

intervene with at-risk workers long before they have any connection with SSDI or SSI. 

ODEP is funding the intervention itself, and SSA is funding the evaluation—a 

complicated arrangement that enables ODEP to fund services for individuals with no 

connection to SSDI or SSI. Congress could expand SSA’s Section 234 demonstration 

authority to fund evaluations for workers at risk of needing support from SSDI or SSI, 

allowing SSA to fund inventions that complement what ODEP is funding. 

A variety of disability experts have proposed demonstration projects that could be 

tested using this broader authority. Christian, Wickizer, and Burton (2016) propose the 

“establishment of a community-focused Health & Work Service…dedicated to 

responding rapidly to new health-related work absence” (1). Stapleton, Ben-Shalom, 

and Mann (2016) propose “the development, testing, and adoption of a nationwide 

system of integrated employment/eligibility services” (21). 

Looking ahead, policymakers have a strong interest in expanding access to paid 

medical leave, in addition to parental and caregiving leave. More states have enacted 

comprehensive paid leave programs, and proposals for a national program are 

growing. 

Although most workers who take medical leave return to their jobs quickly, 

research shows that some are at an increased risk of leaving the labor force and 

experiencing serious hardship. Although the ability to take time off with pay is critical 

for these workers, return-to-work services could provide an opportunity to improve 

their health and employment outcomes. Should Congress enact a national paid leave 

program, the agency Congress directs to administer the program should be given 

authority to test and evaluate how to deliver those services (see Smalligan and Boyens 

2020). 

Second, in terms of SSA-specific demonstrations, we need to examine SSA’s own 

internal eligibility determination process. Researchers should design process 

evaluations that are not evaluating a new intervention but are evaluating SSA’s own 

internal disability eligibility determination processes.  

For many years SSA’s determination process faced backlogs, with eligibility 

determinations taking some workers one to two years. Research by Autor and 

colleagues (2015) shows that these delayed decisions lead to a decay in the work 

capacity of denied applicants. In other words, SSA’s own eligibility determination 

process functioned essentially as an intervention with adverse employment outcomes 

for denied applicants.  
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SSA’s existing Section 234 demonstration authority is explicitly linked to return 

to work. Congress needs to broaden the 234 authority so that SSA can redesign the 

process to function better and evaluate those efforts. In doing so, SSA could learn 

whether we can invest more in making better decisions, at an earlier stage. Earlier I 

summarized Barnow and Greenberg’s discussion of possible entry and deterrent 

effects from interventions. SSA’s arduous determination process may create a 

deterrent to applying for benefits, especially for people with barriers. For example, the 

closure of SSA’s field offices during the COVID pandemic resulted in a substantial 

drop in SSI applications, suggesting low-income individuals are especially 

disadvantaged by obstacles to interacting with SSA.  

The reconsideration stage of SSA’s determination process could be used to test 

multiple approaches to an enhanced determination process. The goal of an enhanced 

second-level review would be to achieve better decisions earlier than are achieved 

today. The additional time spent developing a case at the state disability determination 

service level might be particularly important for applicants with low incomes and no 

health insurance. These claimants might have little or no medical evidence of record 

and a more difficult time presenting their case during an initial and second-level 

review and might otherwise need to wait for a decision at the hearing level.43 SSA 

Commissioner Jo Anne Barnhart (2001–2007) began testing an effort to enhance the 

second-level review, but the effort was terminated by Commissioner Michael Astrue 

(2007–2013) before the results could be fully evaluated (Smalligan and Boyens 2019). 

Congress should expand the Section 234 demonstration authority to permit testing 

and evaluating an enhanced disability determination process. This would be a 

substantial expansion of SSA’s demonstration authority and requires SSA to consider 

creative evaluation techniques. Under this expanded authority, Section 234 would 

provide funding for the marginal additional cost of an enhanced determination process 

as well as the usual cost of a rigorous evaluation. SSA’s administrative budget is 

always constrained and providing SSA the ability to test and evaluate new approaches 

without cutting back other activities would facilitate experimentation. This is a second 

area that requires Congress to redesign the existing SSA demonstration authority. 

 

Jack Smalligan, Senior Policy Fellow, Income and Benefits Policy Center, The Urban 

Institute—Mr. Smalligan analyzes the interactions across disability, retirement, and 

paid leave policy. 

 

 
43  The hearing level is the level following reconsideration in the administrative review process. 

The hearing is a de novo procedure at which the claimant, the claimant’s representative, or 

both may appear in person, submit new evidence, examine the evidence used in making the 

determination under review, give testimony, and present and question witnesses. The hearing 

is on the record but is informal and nonadversarial (SSA 2020b, Glossary). 
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