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Abstract

Large-scale social experiments were pioneered in labor economics, and are the basis for much of what we know about topics ranging from the effect of job training to incentives for job search to labor supply responses to taxation. Yet, many important questions about these topics require going beyond random assignment. This applies to questions pertaining to both internal and external validity, and includes effects on endogenously observed outcomes, such as wages and hours; spillover effects; site effects; heterogeneity in treatment effects; multiple and hidden treatments; and the mechanisms producing treatment effects. In this Chapter, we review the value and limitations of randomized social experiments in the labor market, with an emphasis on these design issues and approaches to addressing them. These approaches expand the range of questions that can be answered using experiments by combining experimental variation with econometric or theoretical assumptions. We also discuss efforts to build the means of answering these types of questions into the ex ante design of experiments. Our discussion yields an overview of the expanding toolkit available to experimental researchers.
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I. Introduction

There is a very long history of social experimentation in labor markets. Experiments have addressed core labor market topics such as labor supply, job search, and human capital accumulation, and have been central to the academic literature and policy discussion, particularly in the United States, for many decades.

By many accounts, the first large-scale social experiment was the New Jersey Income Maintenance Experiment, initiated in 1968 by the U.S. Office of Economic Opportunity to test the effect of income transfers and income tax rates on labor supply. In contrast to recent experimental practice, this experiment was designed to map out a response surface rather than to evaluate a specific program or treatment. Participants were assigned to a control group or to one of eight different treatment arms that varied in the income guarantee to a family that did not work and the rate at which this was taxed away as earnings rose. Three follow-up experiments – in rural North Carolina and Iowa; in Gary, Indiana; and in Seattle and Denver – with varying benefit levels and tax rates (and, in Seattle and Denver, a cross-cutting set of counseling and training treatments) were begun before data collection for the New Jersey experiment was complete.

Other early labor market experiments examined the effects of job search encouragement for Unemployment Insurance recipients; job training and job search programs; subsidized jobs for the hard-to-employ; and programs designed to push welfare recipients into work (Greenberg and Robins, 1986). These topics have been returned to repeatedly in the years since as researchers have sought to test new
program designs or to build on the limitations of earlier research. There have also been many smaller-scale experiments, on bonus pay schemes, management structure, and other firm-level policies.\footnote{1}

From the beginning, the use of random assignment experiments (also known as randomized controlled trials, or RCTs) has been controversial in labor economics.\footnote{2} The primary appeal of RCTs is that they solve the assignment, or selection, problem in program evaluation. In non-experimental studies (also known as “observational” studies), program participants may differ in observed and unobserved ways from those who do not participate, and econometric adjustments for this selection rely on unverifiable, often implausible assumptions (Lalonde 1986; Fraker and Maynard 1987; though see also Heckman and Hotz, 1989). With a well-executed randomization study, however, the treatment and control groups are comparable by design, making it straightforward to identify the effect of the treatment under study.

But set against this very important advantage are a number of drawbacks to experimentation. Early on, it was recognized that RCTs can be very expensive and hard to implement successfully. For example, it is not always possible to ensure that everyone assigned to receive a treatment receives a full dose, while those assigned to the control group receive none, though this is the experimental ideal. Sometimes it is not feasible to control participants’ behavior, and many participants deviate

\footnote{1}{We omit here audit studies aimed at uncovering discrimination in the labor market and elsewhere (e.g., Bertrand and Mullainathan 2004; Kroft, Lange, and Notowidigdo 2013; Farber, Silverman, and von Wachter 2015). These are covered by Bertrand and Duflo, elsewhere in this volume.}

\footnote{2}{For recent criticisms of reliance on RCTs with particular relevance to labor market studies, see Deaton (2010), Heckman (2010). See also Heckman and Smith (1995).}
from their intended treatment assignments. In other cases, ethical, political, or operational considerations make it undesirable to limit access to alternative treatments. Although this can be partly addressed within the basic experimental paradigm, it does limit what can be learned.

More generally, while random assignment solves the assignment problem, it leaves a number of other problems unresolved, and there are many important questions that are not answered via randomization alone. We consider a number of such questions in this chapter. These include:

- **Questions about impacts on endogenously observed outcomes.** Consider the effect of job training on wages. Because wages are observed only for those who have jobs, and because training may affect the likelihood of working, the contrast in mean wages between randomly assigned treatment and control groups does not compare like to like and thus does not solve the assignment problem for this outcome.

- **Questions about spillovers and market-level impacts.** When one individual’s outcome depends on others’ treatment assignments, experimental estimates of treatment effects can be misleading about a program’s overall effect. In the context of labor market programs, an increase in job search effort by a treatment group may lower the control group’s job-finding chances, leading to an overstatement of the program’s total effect (which will itself depend importantly on the scale at which the program is implemented). Similar issues can arise if subjects communicate with each other, leading to a dilution in treatment contrasts when access to information is part of the treatment.
• Questions about heterogeneity of treatment effects. Experiments have limited ability to identify heterogeneity of treatment effects, especially if heterogeneity is not fully characterized by well-defined observable characteristics. This is often of first-order importance, as in many cases the relevant question is not whether to offer a program (e.g., job training) but for whom to make it available, or which versions of the program are most effective (and why).

• Questions about generalizability. While in ideal cases experiments have high internal validity for the effect of the specific program under study on the specific experimental population, in the setting in which it is studied, they may have limited external validity for generalizations to other locations, to other programs (or even to other implementations of the same program), or to other populations. For example, a reemployment bonus program may have a very different effect in a full-employment local economy than when the local area is in a recession, or the same program offered in different sites may have dramatically different effects due to variation in local program administration or context.

• Questions about mechanisms. Many questions of interest in labor market research do not reduce to the effects of specific “treatments” on observed outcomes, but relate, at best, to the mechanisms by which those effects arise. For example, an important question for the analysis of unemployment insurance programs is whether the unemployed are liquidity constrained or whether they can borrow or save to smooth consumption optimally across
periods of employment and unemployment. And important questions about
the design of welfare and disability policy turn on whether observed non-
employment is due to high disutility of work or to moral hazard. In each case,
we want to distinguish income and substitution effects, a distinction that is in
general not identified from the simple effect of a treatment on an observed
outcome. Carefully designed experiments can shed light on the phenomena of
interest, but may not be able answer them directly.

To be clear, all of these questions are thorny under any methodological
approach, and are generally no easier to answer in quasi-experimental studies than
in randomized experiments. One vocal group of critics of experimentation points to
the importance of identifying the “structural” parameters – a full characterization of
program enrollment decisions and the behavioral processes that lead to the
observed outcomes – that determine program selection and impacts (see, e.g., Keane
2010). In principle, many of the design issues above could indeed be avoided or
addressed with estimates of the underlying structural parameters. But these
structural parameters are difficult to measure. So-called structural methods
generally trade off internal validity in pursuit of more external validity, but a study
that fails to solve the assignment problem is unlikely to be any more generalizable
than it is internally valid.

Unfortunately, it is rarely possible to design an experiment that directly
identifies the structural parameters of interest. Thus, there can be value in
combining the two paradigms. This involves imposing untestable assumptions
about the processes of interest, while still resting on experimentation (or other
empirical methods that offer high internal validity) where possible. The additional assumptions can dramatically enhance external validity if they are correct, though if they are incorrect – and this is generally untestable – both internal and external validity suffer.

The current frontier for labor market research thus involves combining the best features of the two approaches to permit answers to more questions than are addressed by simple experiments, while retaining at least some of the credibility that these experiments can provide.

In this chapter, we discuss a variety of questions that require this sort of approach. We distinguish two broad strategies for answering these questions using experimental data. First, one can augment traditional randomized experiments by imposing additional structure, either economic or econometric, after the fact. In many cases, the amount of structure required, and the strength of the additional assumptions that are necessary, is small relative to the value of the results that can be obtained. This includes analyses of issues such as endogenously observed outcomes (e.g., Ahn and Powell 1993, Grogger 2009, Lee 2009); hidden treatments (e.g., Kline and Walters 2014, Feller, Grindal, Miratrix, and Page 2014, Pinto 2015); heterogenous treatment effects (e.g., Kline and Walters 2014, Heckman and Vytlacil 2005); and multiple treatments and mechanisms (e.g., Card and Hyslop 2005, Schmieder, von Wachter, and Bender forthcoming, Della Vigna, Lindner, Reizer and Schmieder 2014). Our review gives a snapshot of an expanding toolkit with which researchers can address a wider range of questions based on variation from RCTs.
The second broad strategy is to address the limitations of traditional experiments ex ante, via design of the experimental intervention or evaluation itself. In many cases, clever design choices – multiple treatment arms, carefully designed stratification, or randomization both across and within groups, for example – can allow for richer conclusions than would be possible via traditional experiments. This sort of approach has a long history – indeed, the very first large-scale social experiments, the income maintenance experiments of the late 1960s and early 1970s – can be seen as a version of it. But the pendulum swung away for a long time, and researchers have only recently begun to return to experimental designs that synthesize random experimental variation with more structural modeling. Recent examples of this approach include Kling, Liebman, and Katz (2007) who use it to address potential biases from endogenous attrition, and Crepon, Duflo, Gurgand, Rathelot, and Zamora (2013), who quantify the importance of spillovers. In our view, approaches like these represent the current research frontier.

The rest of this chapter proceeds as follows. In Section II, we give a brief overview of the history of social experiments in the labor market, lay out the basic econometrics of RCTs and summarize potential design issues that remain even with random assignment. In Section III, we focus on the type of programs and questions that have been analyzed and on practical challenges that labor market experiments often confront. Section IV reviews approaches to addressing these design challenges and thereby expanding the range of questions that can be answered. We discuss both ex ante and ex post approaches to resolving (or at least ameliorating) the issues. Section V closes with some concluding comments.
II. What are Social Experiments? Historical and Econometric Background

a. A Primer on the History and Topics of Social Experiments in the Labor Market

As the so-called “credibility revolution” has swept over empirical economics in the last generation, the role and status of experimental evidence has grown. Over the same period, the field of experimental economics has segmented – List and Rasul (2011) and Harrison and List (2004), for example, draw careful distinctions between social experiments, actual field experiments, natural field experiments, and framed field experiments. Briefly, social experiments tend to be conducted at a large scale and to focus on the overall evaluation of policies or programs, often already in place. By contrast, the various types of field experiments are typically smaller in scale and are more likely to use artificial treatments (e.g., behavioral games) that would not correspond directly to any specific policy but are designed primarily to uncover particular behavioral tendencies or parameters.

Although all of the many varieties of experiments have been used to study topics related to the labor market, this chapter focuses on large-scale social experiments, which in our view have had the largest impact on policy.

The social experiment/field experiment distinction corresponds roughly to the distinction drawn above between program evaluation and the identification of structural parameters – social experiments are, at root, evaluations of programs or policies, where field experiments are designed primarily to uncover one or more specific structural parameters. As we discussed above, this distinction is less clear
than it once was – scholars are increasingly drawing on program evaluation samples to understand structural relationships, and using structural parameters to inform the design and interpretation of program evaluations. But while the distinction has been blurred, it has not been obliterated, and nearly all of the social experiments that we discuss in this chapter are designed, at least in part, to evaluate programs that either have been or might plausibly be implemented in roughly the form used in the experiment.

Another, related distinction has to do with the communities that conduct the different types of experiments. Social experiments are typically conducted at a large scale by an organization that specializes in this – historically, the “Big Three” players (Greenberg and Shroder 2004) have been Mathematica, the Manpower Demonstration Research Corporation (MDRC), and Abt Associates – and has been hired by a government agency (most notably the Office for Policy Development and Research within the Department of Labor’s Employment and Training Administration and the Assistant Secretary for Policy and Evaluation within the Department of Health and Human Services) or a large foundation (e.g., the Ford Foundation) for a specific study. By contrast, field experiments are more often overseen by individual scholars and their students, perhaps with the cooperation of a company or government agency that is not otherwise closely involved in the design.

The differences in the composition and organizational structure of social experimental and field experimental research teams relate to the scope of the work being carried out. A research team implementing a social experiment faces a
number of practical and implementation challenges that are largely absent from laboratory experiments and closely related types of field experiments. Researchers rarely have access to a sampling frame corresponding to the population of interest; face practical, ethical, and political difficulties in randomly assigning access to treatment; have limited or no control over treatment alternatives that control participants may obtain or over the specific implementation of the treatment, which is often under the control of an agency rather than the experimenter; and lack ready access to outcome measures for use in assessing the program’s impact (or even to a well-defined set of outcomes of interest). Addressing these challenges often requires a large staff to collect pre- and post-treatment data, to minimize attrition between survey waves, and to monitor both the randomization of treatment and the fidelity of treatment delivery to the program model. The required scale is often out of the reach of individual researchers.

Most authors agree that the first large-scale social experiment in the labor market was the New Jersey Income Maintenance Experiment (hereafter, IME; this is also known as the New Jersey Negative Income Tax experiment), first initiated in 1968 and extended in various ways in other locations over the next several years. Consistent with the above dichotomy, this was a large-scale experiment that was initiated by the Office of Economic Opportunity (OEO), then an independent agency within the Federal government that played a lead role in the War on Poverty. But in other ways it more closely resembles what would now be called a field experiment, albeit at a massive scale: It was first conceptualized by an individual researcher, Heather Ross, who proposed it to OEO, and it was designed not to evaluate a
specific, well developed program but to map out the surface of labor supply
responses to a range of tax parameters and thereby to uncover semi-structural
economic parameters, the income and substitution effects of changes in tax rates.

Nearly all analyses of IME data went beyond simple treatment-control
contrasts, the mainstay of modern experimental analysis, using the data to estimate
parametric or semi-parametric labor supply models. The earlier models often
incorporated corrections for the selection introduced by nonparticipation that
relied on strong functional form assumptions (e.g., Tobits) and in some cases also
rested on structural specifications of the response to nonlinear tax schedules. In
many of these studies, the treatment and control groups were effectively pooled and
it can be difficult to identify the extent to which the parameters are identified from
experimental vs. non-experimental variation.

Another sense in which the IME diverged from modern social experimental
practice was in the source of outcome measures. The main outcome measures for
the IME analyses were payments under the IME and labor supply measures drawn
from participants’ self-reports as part of the program’s administration. But as in
other experiments, many subjects failed to complete the follow-up surveys.
Unfortunately, the design of the IME program meant that the private returns to
continued reporting varied dramatically with both treatment status and
endogenous outcomes, as the income maintenance payments were made on the

3 Indeed, in 1990 – seven years after the final experimental report from the follow-up Seattle-Denver
Income Maintenance Experiment, and after many published analyses of the data – Ashenfelter and
Plant (1990) are apparently the first to report the results as simple means by randomly assigned
treatment group.
basis of these reports. Differential attrition made the results quite difficult to interpret (Ashenfelter and Plant 1990).

The field exploded in the wake of the Income Maintenance Experiments. Greenberg, Shroder, and Onstott (1999; see also Greenberg and Shroder 2004) identified 21 social experiments between 1962 and 1974, largely in education and health. By contrast, they identify 52 between 1975 and 1982 and 70 between 1983 and 1996, and most of these are directly related to the labor market. (There has not been as systematic a census of post-1996 experiments, but the pace seems to have dropped off since then, at least in the United States.) Greenberg et al. (1999; hereafter GSO) highlight important changes in the post-1975 experiments. In contrast to the IME, most involved only one or two treatment arms plus a control, and were designed more as “black box” evaluations of the programs encapsulated in the treatments – often modifications on existing programs – than as efforts to map out a response surface.

GSO emphasize that the vast majority of the experiments they identified focused on low-income populations, a fact that does not seem to have changed since their survey. Several topics stand out as central:

- **Human capital development.** Over one-third of the studies in GSO’s sample include at least one treatment arm involving a supported work experience, on-the-job training, vocational education or training, or basic education (including GED programs).

- **Labor supply.** A number of experiments have involved interventions aimed at increasing labor supply, including the income maintenance
experiments, studies of re-employment bonuses for unemployment
insurance recipients, and a broad group of welfare-to-work experiments
conducted as part of the mid-1990s welfare reform movement.

- **Job search assistance.** Another common category of experiments examines
  interventions aimed at making disadvantaged workers’ job search efforts
  more effective, through counseling, job clubs, or job placement services.

These are not mutually exclusive. In particular, a number of programs and
experiments combined job search assistance with either job training or incentives to
find work.

**b. Social experiments as a tool for program evaluation**

Random assignment solves the selection problem that often plagues non-
experimental program evaluations, and makes it possible to generate uniquely
credible evidence on the effects of well-defined, successfully implemented treatment
or programs. In the absence of random assignment, people who participate in a
program (those who are “treated”) are likely to differ in observed and unobserved
ways from those who do not participate, and the effect of this selection can be
distinguished from the causal effect of the program only via the imposition of
unverifiable assumptions about the selection process. But experiments have
limitations as well – while they can have very high internal validity, at closer
inspection this is true only for certain types of programs and certain types of
outcomes; and even then there can be other challenges, such as difficulties in
generalizing from the experimental results to a broader setting.
In this subsection, we discuss the value of experiments as a means of solving the selection problem. We then discuss some of the limitations of the experimental paradigm for program evaluation and policy analysis. Our discussion draws heavily on Angrist-Imbens-Rubin’s (1996) “potential outcomes” framework. Some of the limitations we discuss can be addressed via careful design of the experimental study, while others require augmenting experimental methods with other tools. We take up these topics in Section IV.

i. The benchmark case: Experiments with perfect compliance

The appeal of randomized experiments is that they make transparent the assumptions that permit causal inference and create a direct link between the implementation of the experiment and the key selection assumption. The simple contrast between those randomly assigned to participate in the program and those randomly excluded identifies the effect of being assigned to participate, subject only to the assumption that the randomization was conducted correctly. Moreover, in many cases this effect is identical to the effect of the program on its participants (known as the “effect of the treatment on the treated,” or TOT), which is often the main parameter of interest; in other cases, it is straightforward to convert the effect of assignment to participate (often known as the “intention to treat, or ITT, effect) into an estimate of the program treatment effect for a subpopulation of interest.

To illustrate this, and to set up notation that will be useful later, we use Donald Rubin’s potential outcomes framework for causal inference as set forth in Holland (1986). We consider the evaluation of a simple, well-defined program, such as an in-class job training course or a bonus scheme to encourage rapid return to
work after a job displacement, where it is possible to assign individuals separately to participate or to be excluded from participation in the program.\textsuperscript{4} For each individual \(i\), one can imagine two possible outcomes: One that would obtain if \(i\) participated in the program, \(y_{1i}\), and one that would obtain if he or she did not participate, \(y_{0i}\.\textsuperscript{5}

This notation makes it easy to define the effect of the program on the individual: The program's causal effect on person \(i\) is simply the difference between the outcome which would obtain if he/she participated and that which would obtain if she did not, \(\tau_i = y_{1i} - y_{0i}\). When \(\tau_i > 0\), \(i\) would have a higher outcome if he/she participated than if he/she did not; when \(\tau_i < 0\), the opposite is true.

The fundamental challenge of causal inference (Holland 1986) is that \(\tau_i\) cannot be measured directly. Any individual either does or does not participate in the program, so either \(y_{1i}\) or \(y_{0i}\) can be observed, but not both. Let \(D_i\) be an indicator for participation, with \(D_i = 1\) if \(i\) actually participates in the program and \(D_i = 0\) if \(i\) does not. Then we observe only \(D_i\) and \(y_i = D_i*y_{1i} + (1-D_i)*y_{0i}\).

The simplest estimator of the program’s effect is the contrast between the average outcomes of those who participate and those who do not. This is:

\[
E[y_i | D_i = 1] - E[y_i | D_i = 0] = E[y_{1i} | D_i = 1] - E[y_{10} | D_i = 0]
\]

\[
= E[y_{10} + (y_{11} - y_{10}) | D_i = 1] - E[y_{10} | D_i = 0]
\]

---

\textsuperscript{4} In the case of the bonus scheme, the “treatment” is eligibility for the bonus, not actual receipt.
\textsuperscript{5} This notation rests on an assumption about the mechanisms by which the program operates, known as the “stable unit treatment value assumption,” or “SUTVA.” We discuss SUTVA at greater length below.
Thus, the simple participant-nonparticipant contrast combines two distinct components: The effect of the treatment on the treated, $\tau^{TOT} = E[\tau_i | D_i = 1]$, and a selection term, $E[y_{i0}|D_i = 1] - E[y_{i0}|D_i = 0]$, that captures the difference in outcomes that would have been observed between those who participated in the program and those who did not, had neither group participated (for example, had the program not existed). This second term arises because the process by which people select (or are selected) into program participation may generate differences between participants and non-participants other than their participation statuses. If so, the treatment-control difference cannot be interpreted as an estimate of the effect of the program.

Studies that attempt to identify the causal parameter $\tau^{TOT}$ (or any other summary of the distribution of $\tau_i$) must make assumptions about the selection term (or, alternatively, about the process that governs selection into treatment). In simple participant-nonparticipant contrasts, the necessary identifying assumption is that the selection term $E[y_{i0}|D_i = 1] - E[y_{i0}|D_i = 0]$ equals zero. More complex observational studies (e.g., with regression controls, propensity score matching, instrumental variables, or other designs) may make different assumptions. But all rely on identifying assumptions that make it possible to distinguish causal effects from selection. And in each case, the estimated causal effects are only as credible as the corresponding, inherently untestable assumption.
Explicit random assignment can make the identifying assumption both extremely simple and highly credible. Consider a case where individuals are recruited into a study sample from some underlying population, and then randomly assigned either to participate or not to participate in the program. This random assignment ensures that $D_i$ is independent of $\{y_{0i}, y_{1i}\}$ conditional on being in the study sample. As a result, $E[y_{10}|D_i = 1] = E[y_{10} / D_i = 0]$, and hence the treatment-control contrast equals (in expectation) $\tau^{TOT} = E[\tau_i / D_i = 1]$. Thus, randomization of $D_i$ permits identification of the causal effect of the program on its participants, $\tau^{TOT}$.

Moreover, randomization also ensures that the participants have the same distribution of $\tau_i$ as the non-participants, so the TOT effect equals the average treatment effect (ATE), $E[\tau_i]$, in the population represented by the study sample. Thus, the average causal effect can not only be identified but can also be extrapolated to the larger population.$^6$

This, in a nutshell, is the value of randomization in program evaluation. In a simple randomized control trial, the identification assumption that justifies causal inference is identical to the assumption that the randomization was correctly executed – that there are no systematic differences between the treated and control samples that would lead to differences in the expectations of $y_{0i}$ or $\tau_i$ between them. Of course, in any finite sample there may be differences in the sample averages of $y_{0i}$ or $\tau_i$. But this variation is captured by the standard error of the experimental

$^6$ This holds if the entire population of interest is part of the experiment. If the study sample is not representative of the broader population, the ATE identified will be local to the subpopulation represented by the sample.
estimate. The estimate is unbiased, with measurable uncertainty, so long as the
groups are the same in expectation.

\textit{ii. Imperfect compliance and the local average treatment effect}

One complication that often arises, and that will be central to some of our
discussion below, is that it is not always possible to control subjects’ program
participation. Some subjects who are assigned to receive job training may not show
up to their course, while others who are assigned to the control group, and thus not
to receive training, may find another way into the program. One approach to
formalizing this is to introduce an additional variable, $Z_i$, representing the
experimenter’s intention for individual $i$: An individual with $Z_i = 1$ is intended to be
served, and one with $Z_i = 0$ is not to be. The experimenter can randomly assign $Z_i$
but, because program participation is not fully controlled, cannot ensure that $D_i$ is
randomly assigned. There may be some (non-randomly selected) individuals who
are assigned $Z_i = 1$ but wind up with $D_i = 0$ (e.g., those who fail to arrive for their
assigned training course), and others who are assigned $Z_i = 0$ but wind up with $D_i = 1$,
(e.g., those who talk their way past the program screener). Although $Z_i$ is
independent of potential outcomes, due to random assignment, $D_i$ may not be.

To derive the implications of such imperfect compliance for the experimental
estimates, let $D_{0i}$ represent the individual’s treatment status if assigned $Z_i = 0$ and
$D_{1i}$ represent the treatment status if assigned $Z_i = 1$. In a slight abuse of notation, we
continue to define the two potential outcomes $y_{0i}$ and $y_{1i}$ in terms of the \textit{actual}
treatment status $D_i$, not the intended status $Z_i$. Indeed, we assume that $Z_i$ has no
effect whatsoever on outcomes except via its effect on $D_i$ – an individual who is
assigned to the control group but receives treatment anyway will have the same outcome that she would have had had she been assigned to the treatment group, and the same for those who do not receive treatment. This is a plausible assumption in some cases – for example, when the job training program under study is the only such program available. But in other cases it is not at all reasonable – in some cases, those assigned to the control group may wind up taking alternative courses that differ in important ways from those provided by the program under study. We discuss this issue at length below, but for now we maintain the assumption of a single treatment, for which participation status $D_i$ is observed without error.

The contrast in mean outcomes between those meant to be treated and those meant not to be can be written as:

$$E[y_i \mid Z_i = 1] - E[y_i \mid Z_i = 0] = E[(D_{1i} - D_{0i})\tau_i \mid Z_i = 1] = E[(D_{1i} - D_{0i})\tau_i].$$

This is known as the “intention to treat” (ITT) effect. It represents the actual effect of offering access to the program in the setting in which the experiment takes place, and in many cases is the effect of policy interest, especially in the case of programs for which only the option to participate can be manipulated. In other cases, however, one might want to identify the effect of program participation (as distinct from the offer to participate).

When the actual receipt of treatment, $D_i$, is observed, it is possible to identify a summary of the effect of the treatment itself. This requires an additional assumption, known as “monotonicity” or the “no defiers” condition. Specifically, we

---

7 Other assumptions might suffice in place of monotonicity. For example, a constant treatment effect would be identified by the procedure here even if monotonicity did not hold, so long as $E[D_{1i} - D_{0i}] \neq 0$. Please refer to the text for the specific conditions under which this assumption holds.
need to assume that there is no one who would participate in the program if
assigned to the control group but not participate if assigned to the treatment group:
\( \Pr\{D_{1i} = 0 \text{ and } D_{0i} = 1\} = 0 \). If it holds, \( D_{1i} - D_{0i} \) is either zero or one, and the intention-
to-treat effect above can be written as:
\[
E[(D_{1i} - D_{0i})\tau_i] = E[\tau_i | D_{1i} - D_{0i} = 1] \Pr(D_{1i} - D_{0i} = 1).
\]
Thus, the ratio of two experimental treatment-control contrasts -- that for outcomes
and that for the realized treatment status -- isolates a summary of the \( \tau_i \) distribution:
\[
E[\tau_i | D_{1i} - D_{0i} = 1] = (E[y_i | Z_i = 1] - E[y_i | Z_i = 0])/(E[D_i | Z_i = 1] - E[D_i | Z_i = 0]).\)

Importantly, this ratio does not equal the average treatment effect, \( E[\tau_i] \),
extcept in special cases. What is identified here has been called the local average
treatment effect (LATE) on the subpopulation of people who would receive the
treatment if assigned to the treatment group (\( D_{1i}=1 \)) but would not receive
treatment if assigned to the control group (\( D_{0i}=0 \)). This subpopulation is known as
the “compliers” with the experimental assignment. The complier subgroup may or
may not be the population of interest, and the local average treatment effect may
differ from the ATE or even from the TOT. For example, in many settings one would
expect that people who will receive the largest benefits from treatment to make
disproportionate efforts to obtain it, even if assigned to the control group; in this
case, the complier average treatment effect will be smaller than the TOT.

\[\text{This relies on the fact that the denominator equals the difference in treatment status between those assigned to the experimental and control groups:}\]
\[
E[D_i | Z_i = 1] - E[D_i | Z_i = 0] = E[D_{1i} | Z_i = 1] - E[D_{0i} | Z_i = 0] = E[D_{1i}] - E[D_{0i}] = \Pr(D_{1i} - D_{0i} = 1).
\]
Unfortunately, randomization of Z is not sufficient, without further structure, to identify the ATE or TOT.

c. **Limitations of the experimental paradigm**

The basic experimental paradigm is invaluable for its ability to resolve the fundamental problem of causal inference, by ensuring that estimated program effects are not confounded by selection into treatment. But it cannot solve all identification problems faced by program evaluators, nor answer all questions posed by labor economists seeking to understand the workings of the labor market. In the remainder of this section, we will briefly discuss six commonly encountered and partly overlapping design issues of the standard experimental design.

i. **Spillover Effects and the Stable Unit Treatment Value Assumption**

The above brief overview of the econometrics of experiments glosses over an important assumption, known as the "stable unit treatment value assumption," or SUTVA (Angrist, Imbens, and Rubin 1996). Intuitively, this assumption states that the outcome of individual i is unaffected by the treatment status of each of the other study participants; without it, each individual has not two but \(2^n\) potential outcomes. For many program evaluations, SUTVA is innocuous. But in other cases, particularly when a program may have general equilibrium effects, it can be quite restrictive. For example, the provision of job search assistance to some individuals may create "congestion" in the labor market, reducing the job-finding rates of others participating in that market. This is a violation of SUTVA, and will lead a simple randomized trial to overstate the total effect of job search assistance. Another
potential violation of SUTVA occurs if the treatment group interacts with each other or with the control group in a way that dilutes the treatment difference between them – for example, if the treatment involves information provision but treated individuals pass that information on to the controls.

ii. *Endogenously observed outcomes*

In many labor market experiments, some outcomes of interest are observed only for a subset of individuals. For example, weekly hours of work (labor supply) and hourly wages are observed only for those who are able to find jobs, not for those who are unemployed. Even ideal experiments with perfect compliance may not identify causal effects of programs on these outcomes. This situation arises frequently in analyses of labor market programs. Many of the outcomes of interest – not just wages, but also hours of work, career advancement, or retention on the job – are observed only for those who find jobs in the first place. The problem is widely recognized, and estimated program effects on these endogenously selected outcomes are treated only as suggestive. But this substantially limits our ability to conduct complete evaluations of many programs of interest.

iii. *Site and Group Effects*

Another large class of limitations in experiments has to do with generalizing beyond the experimental sample. Extrapolations to other programs, other samples, or other treatment regimes can be hazardous. We will discuss in this paper three broad classes of external validity issues.
One class has to do with variations in the treatment on offer across program locations. In many programs, the treatment is not homogeneous across locations; in other cases, the treatment may be homogeneous but the counterfactual outcome distribution varies. In either case, one might expect the treatment effect to vary across locations, and there are often policy decisions that turn on being able to identify this cross-site variation. For example, site effects may also arise because researchers cannot perfectly control program intensity in multi-site experiments, or because sites effectively self-select into the experiment.

The second class derives from observed differences between the population of interest and that included in the experimental sample – one might want to understand a program’s effect on a population that differs in observable ways from that represented in the experimental sample, or on a subpopulation other than the experimental compliers.

iv. Treatment Effect Heterogeneity and External Validity

The third class of external validity issues arises from unobserved differences in individual treatment effects – when the effect of the treatment varies across individuals in ways that are not captured by observed participant characteristics, and when the parameters of interest extend beyond the average treatment effect in the population from which the experimental sample is drawn. This can occur when, for example, the experimental complier share is not expected to match the take-up rate when the program is offered more generally, or when one expects to offer the program to a population that may differ in its treatment effect distribution from the experimental population. While conceptually similar to differences along observed
characteristics, the econometrics behind addressing unobserved differences in treatment effects is sufficiently complex and self-contained that we discuss it separately.

v.  *Hidden Treatments*

Interpreting estimated program effects and extrapolating to other settings can be complex even in the case of uniform treatments and uniform populations. For example, if non-compliers have access to alternatives to the program under study (e.g., to courses offered by alternative job training providers), this will lead to variation in treatment effects even without treatment effect heterogeneity or non-compliance in treatment assignment in the standard sense. The alternative treatments are often “hidden,” as administrative data on the program under study will not reveal whether participants have received alternatives elsewhere. Estimated treatment effects of the program under study may be poor guides to the program’s value relative to no treatment. In multi-site studies, differential take-up of such hidden treatments by the control group may create the appearance of treatment effect heterogeneity across sites and hinder extrapolation to other settings.

vi.  *Mechanisms and Multiple Treatments*

In many instances, we are interested in understanding the mechanism generating a particular treatment effect. In some cases, the effects of separate mechanisms are of inherent interest. In complex experiments with multiple treatments, it is important to understand which treatments were particularly
effective, and why. For example, many job training programs include job search assistance, and vice versa. In other cases, understanding the mechanisms is crucial in extrapolating from the particular experimental setting to other situations. For example, in the Canadian Self-Sufficiency Program (SSP) workers have to first establish eligibility to then participate a wage subsidy program, creating endogenous selection that makes it difficult to interpret how the subsidy program affects labor supply. Without additional information or additional structure, multiple mechanisms are not separately identified, leading to potential serious limitations in understanding of the program and in external validity.

d. Quasi-experimental and Structural Research Designs

The issues highlighted above are not unique to experiments, but arise in quasi-experimental studies as well. Quasi-experimental studies – including, e.g., regression discontinuity designs, regression kink designs, and difference-in-differences (see Angrist and Krueger 1999) – often rely on aspects of the program or policy variation as a source of plausibly as-good-as-random variation in treatment assignment. These can be useful alternatives when true experiments are infeasible or simply not available. But their value is in the plausibility of their assumptions as solutions for the assignment problem – even if these assumptions are right, they generally do not solve the above design issues. The same is true for selection-on-observables estimators (e.g., matching estimators): The “unconfoundedness” assumption eliminates the selection problem, if it holds, but does nothing to address the other design issues.
In contrast, structural approaches that explicitly specify all aspects of the choice problem and resulting outcomes can in principle resolve both assignment and other design issues simultaneously. However, this approach hinges on the model being correctly specified, and hence may come at a substantial cost to internal validity.

III. A more thorough overview of labor market social experiments

It is no accident that we discuss design issues of RCTs in the context of social experiments in the labor market, since many of the major design issues discussed in Section II arise in the evaluation of important labor market programs. In this section we review some of the main characteristics of existing social experiments in labor economics in light of these design issues. We distinguish three broad substantive topics that have been studied extensively via social experiments: Labor supply, particularly of low-income families, welfare recipients, and unemployment insurance recipients; job training and skill development; and job search. In Section IV we discuss efforts made in the literature to address these issues. For a more detailed discussion of the experiments we mention here, we refer the reader to our summary tables, and excellent overviews provided elsewhere.9

---


One can broadly categorize social experiments providing incentives to increase labor supply into three groups, following their program structure, target group, and time period. A first wave of experiments were the Income Maintenance Experiments (IME) already discussed in Section II, which provided direct work subsidies to low-income household via combinations of lump-sum transfers and taxes on earnings. By randomly assigning treatment and control groups to multiple treatment arms with varying combination of tax rates and subsidies, and by separately targeting groups of different income levels, the experiments allowed tracing out labor supply responses in different parts of the budget constraint and under varying financial conditions. There were four such experiments, initiated between 1968 and 1971, in New Jersey, Seattle-Denver, Gary (IN), and in rural areas. Table 1 provides detailed information about these experiments. While the sample sizes were moderate by later standards, the total cost was substantial compared to most randomized evaluation of labor supply incentives that would follow. This is in important part because the program – the payments themselves – was expensive on a per-participant basis. Complex, stratified experimental designs were used in efforts to minimize these costs, but even with these the studies were major investments.

In retrospect, these experiments encountered a number of the design issues that we identify in Section II and discuss at greater length below. For example, because of the high attrition rates, which as Ashenfelter and Plant (1990) note were differential across treatment groups, they also can be seen as an example of the
endogenously observed outcomes problem. Similarly, without additional assumptions it is impossible to estimate the effect of these programs on hours worked or wages. Interestingly, in contrast to most randomized evaluations that followed, they were primarily focused on identifying the mechanisms – income vs. substitution effects – behind any labor supply responses, rather than the simple treatment effect of an existing program. This motivated the use of a large number of treatment arms, an option we discuss below as one way of addressing questions about mechanisms.

A second wave of social experiments related to labor supply was initiated between the late-1980s and the mid-1990s, and evaluated the effect of employment incentives for AFDC recipients. While the IME experiments were funded almost exclusively by the federal government, these later evaluations concerned state-level programs and were funded mostly at the state level.\footnote{For a detailed historical account, see the Chapter by Judith Gueron in this volume.} In contrast to the relatively straightforward structure of the negative income tax experiments, these were usually randomized evaluations of entire, complex programs, often designed as replacements for traditional AFDC, that included components designed to strengthen work incentives along with others (e.g., child care or job search assistance) designed to support those who did want to work. From an overview of the literature we found such RCTs in at least 13 states. Table 1 includes a selection of four social experiments on this topic, implemented in California, Connecticut, Florida, and Minnesota, though there were many more not listed here. A common component to most new programs (experimental treatments) was the introduction
of lifetime time-limits of welfare receipt and increases in earnings disregards, both components of the 1996 federal welfare reform – prior to this reform, implementation of such changes required a waiver from the U.S. Department of Health and Human Services, and this was often conditioned on an experimental evaluation. The exact natures of both the new programs and the traditional AFDC benefit varied by state. Other program features varied widely as well, including job search assistance, access to child care, changes in case management, and provision of job training.

Two examples to which we will refer to later in the chapter are Connecticut’s Jobs First and Florida’s Family Transition Program. In both cases, control group members faced an AFDC benefit schedule that had no time limits and high implicit taxes on working.\footnote{In Connecticut, AFDC recipients were eligible for a fixed earnings disregard of \$120 for the twelve months following the first month of employment while on assistance and \$90 afterwards. Recipients were also eligible for a proportional disregard of earnings above \$120 (\$90): 51\% for the four months following the first month of employment and 27\% afterwards. In Florida, after the first four months of work, the marginal tax rate on earnings for AFDC recipients was 100\% if they earned over \$90 per month.} Jobs First and the Family Transition Program each introduced time limits for welfare receipt and benefit schedules with lower implicit tax rates. Under Jobs First, eligible welfare recipients saw no reduction in their benefits while working until earnings hit the federal poverty line. Under the Family Transition Program, a working welfare recipient could keep $200 a month, plus 50\% of all earnings above $200. Both programs also modified other AFDC program features, including enhanced enforcement of work requirements; changing the duration of access to Medicaid benefits; setting asset limits for welfare receipt; and providing child care assistance, among others. The randomized evaluation of the two

\footnote{In Connecticut, AFDC recipients were eligible for a fixed earnings disregard of \$120 for the twelve months following the first month of employment while on assistance and \$90 afterwards. Recipients were also eligible for a proportional disregard of earnings above \$120 (\$90): 51\% for the four months following the first month of employment and 27\% afterwards. In Florida, after the first four months of work, the marginal tax rate on earnings for AFDC recipients was 100\% if they earned over \$90 per month.}
programs captured the combined effects of all of these changes on employment and earnings.

In many of the welfare-to-work experiments, key outcomes of interest included hours of work among those who are employed and wages or earnings. Neither of these is observed for those who are not employed. Thus, although many studies report experimental effects on endogenously observed outcomes, these are understood to suffer from serious selection problems. Another issue to take into account in interpreting the welfare-to-work experiments is the possibility of spillover effects: These were typically not small pilot studies but involved broad changes to welfare rules, sometimes applied to all program participants except for a hold-out control group.

Another major question regarding welfare-to-work programs is whether the average treatment effects that can be estimated to apply to all welfare recipients. One might imagine that there is a subpopulation of recipients who are responsive to work incentives and another group of hard cases that are much less responsive. The average treatment effect might substantially overstate the employability of the latter participants.

A third broad group of labor supply-related experiments evaluated direct reemployment subsidies. One set of such programs had incentives structured like a negative income tax and were targeted to welfare recipients or low-income individuals, sometimes as part of the same AFDC reforms discussed above. These took place mostly in the mid- to late-1990s, and included the Canadian Self-Sufficiency Program (SSP), Minnesota’s Family Investment Program (FIP), and
Wisconsin’s New Hope Project. These RCTs can be seen as evaluations of welfare-like programs, but included subsidies that were conditional on sustaining a certain amount of employment.

Another set of such programs were schemes that paid lump-sum subsidies conditional on employment – effectively, bonuses for finding work. These include the well-known reemployment bonus experiments targeted at unemployed workers receiving unemployment insurance in Illinois, Texas, and Washington State in the mid-1980s. More recently, a similar reemployment bonus was evaluated for welfare recipients in the context of Texas’ Employment Retention and Advancement (ERA) project in the early 2000s.

An important feature of several of these employment-subsidy programs was that potential recipients had to become eligible for the subsidy, usually by working a minimal amount of hours. Hence, while the main goal of the programs was to help workers build attachments to the labor force, effects on the duration of employment could be estimated only for those who found jobs in the first place, a subsample that was differentially selected in the treatment and control groups. Card and Hyslop (2005) refer to this as an ‘eligibility effect’; in our earlier taxonomy of design challenges, this can be seen as a case where the mechanisms underlying the treatment effect are of primary interest. Under any name, it complicates the interpretation of the outcomes of a simple RCT.
b. Training experiments

From 1964 to today, we count over 50 RCTs that evaluate job training programs of various forms. These include large-scale evaluations conducted at the national level, state-level evaluations, and evaluations of programs at the local level. The programs evaluated varied substantially in the type of training, which ranged from vocational and general classroom based training of different durations to on-the-job training by actual employers. Most training programs were complemented by some kind of job search assistance, but in the studies we review here this was not the emphasis. Table 2 provides an overview of a selected group of these RCTs.

Training programs are less easily classified than labor supply programs. While the first job training social experiment of which we are aware focused on laid off workers (the General Education in Manpower Training experiment, begun in 1964), the vast majority of training programs are targeted to welfare recipients, to low-income individuals generally, or to low-income youth. Moreover, while one can broadly distinguish phases of experimental evaluation parallel to the patterns in the evaluation of welfare programs outlined above, randomized evaluations of training programs occurred more evenly from the 1980s to today. It is also harder to discern common patterns in the type of training provided or programs evaluated.

The first large-scale evaluation of a mix of on-the-job experience and supervision for hard-to-employ individuals was the National Supported Work Demonstration (NSWD), which ran from 1975 to 1980. The NSWD was a large and expensive social experiment implemented by the U.S. at the national level, but did not evaluate an already established training program. Rather, the NSWD relied on
local non-profits to organize a program in which treatment participants were placed in teams of up to 10 participants working under a foreman, who also served as a counselor and later provided job search assistance, on small-scale projects, typically in construction, light manufacturing, or social service provision. Participants thus received as much as one year of work experience, under conditions of increasing demands, close supervision, and work in association with a crew of peers. The study targeted four groups of workers: women that had been on AFDC for at least 30 months; ex-addicts; ex-offenders; and young high-school dropouts. It took place at 10 sites, and at each site enrollees were selected randomly from a group of volunteers.\footnote{To manage the NSWD, the Manpower Demonstration Research Corporation (MDRC) was founded in 1974. For a detailed summary of the program and finding, see MDRC (1980).} The data used to evaluate the program came from a series of follow-up surveys.\footnote{The NSWD has been examined by an extensive literature, including Lalonde (1986), Dehejia and Waba (2002), and Smith and Todd (2005).} Attrition was an issue here: After 27 months, only 72\% (68\%) of the treatment (control) groups of the NSWD completed interviews. As in the NIT studies, this can be seen as a variant of the endogenously observed outcomes problem.

The National Supported Work Demonstration study was followed by a range of evaluations of state-level programs in the early- to mid-1980s. These were targeted almost exclusively at AFDC recipients, and largely financed by the federal government. These evaluations continued, with greater involvement of state governments, through the late 1980s and mid-1990s. While many of these RCTs were relatively small, some were substantial. Examples include the California GAIN
and Ohio JOBS program evaluations, beginning in 1988 and 1989, respectively. Detailed characteristics of some of these evaluations are shown in Table 2.

An exception to the trend towards evaluation of state-level or local training programs was the large-scale, national evaluation of the main federal training program aimed at low-income adults and disadvantaged youth – the National Job Training Partnership Act (JTPA) Study. The JTPA was a federal program enacted in 1982, and was administered at the state and local level. JTPA training programs provided employment training for specific occupations and services, such as job search assistance and remedial education, to roughly one million economically disadvantaged individuals per year. While the program and some services were administered directly by JTPA staff, training was provided through local service providers, such as vocational-technical high schools, community colleges, proprietary schools, and community-based organizations. Training lasted three to four months, on average, but weeks enrolled in the JTPA program varied widely between individuals and program sites.

Congress mandated a randomized evaluation of JTPA in 1986, in part responding to difficulties faced in evaluating the predecessor program to JTPA, the Comprehensive Employment and Training Act, using non-experimental methods. Control subjects were excluded from obtaining JTPA services for 18 months. To assess short- and medium-term program impacts on employment and earnings, the evaluation both collected survey data, and relied on administrative state-level
records. The evaluation took place at 16 JTPA program sites (so called Service Delivery Areas, SDAs). Participation by SDAs in the evaluation was voluntary, and some SDAs objected to randomly excluding eligible applicants. The participating SDAs did not differ from others in observable characteristics (e.g., Bloom et al. 1993), but may have differed in unobserved ways that would be relevant to an extrapolation to the overall effect of the national program.

An explicit goal of the JTPA evaluation was to obtain differential impacts for a wide range of target groups, including adult women, adult men, female youths, and male youth with and without an arrest record. In addition, program impacts were estimated by JTPA services recommended by program intake staff, ethnicity and prior labor market experience. While the pre-specification of the subgroup effects of interest reduces the multiple-comparisons problem, it does not eliminate it when the number of pre-specified comparisons is so large and thus there is an enhanced risk of a false positive.

Job training evaluations slowed after welfare reform in the mid-1990s, then began to pick up again in the early 2000s. Some evaluations in this period focused on sector-specific employment, such as the Sectoral Employment Impact Study (e.g., Maguire et al., 2009) and evaluations of similar smaller, local programs. There was also a randomized evaluation of combined training and job placement services under the Workforce Investment Act (WIA) from 2005 to 2015 (the Work

See Bloom et al. (1993) for a description of the JTPA evaluation. There is a substantial literature on the evaluation of the JTPA program, see Heckman, Lalonde, and Smith (1999) for a summary. These include, among others, the Georgia Works programs, Project Quest in San Antonio, the Wisconsin Regional Training Partnership in Milwaukee, Per Scholas in New York City, and the Jewish Vocational Service in Boston.
Advancement and Support Center Demonstration), and more recently a study of the return from community college attendance under the Trade Adjustment Assistance Community College and Career Training (TAACCCT) Grants Program.

A distinct broad strand of randomized evaluations of training programs focuses on low-income youths. Again, these programs offer a broad range of different types of training augmented by varying combinations of support services. Social experiments in this area have included a range of federally and nationally funded evaluations ranging from the early 1980s to the mid-1990s that culminated in the National Jobs Corps Study, described below. As in other job training studies, the pace of experimentation slowed in the mid-1990s, but several new studies were undertaken in the mid-2000s. Some randomized evaluations, such as New York City’s Summer Youth Employment Program (strictly, a natural experiment, as randomization is part of the rationing process and not a decision made in order to facilitate an evaluation), are ongoing. Again, the broad trend was from a federal monopoly on funding towards a greater involvement of local and private funding sources.

The largest and perhaps best known study of a training program for disadvantaged youths is the National Jobs Corps Study. The Job Corps was created in 1964 as part of the War on Poverty, and currently operates under the provisions of the Workforce Innovation and Opportunity Act of 2013, which consolidated programs authorized under the Workforce Investment Act of 1998. Job Corps services are geared towards economically disadvantaged youths aged 16 to 24. Core services are delivered by a Job Corps center, usually residential, and include
vocational training, academic education, residential living, health care, and a wide range of other services, including counseling, social skills training, health education, and recreation.\textsuperscript{16} About a quarter of the over 100 centers are operated directly by the U.S. government, with the remainder operated by private contractors. The average duration of the program is eight months, though by its philosophy the duration responds to the participant’s needs and actual duration varies widely. For six months after the youths leave the program, placement agencies help participants find jobs or pursue additional training.

The Job Corps evaluation was based on an experimental design in which, with a few exceptions, all youths nationwide who applied to Job Corps in the 48 contiguous states between November 1994 and December 1996 and were found to be eligible were randomly assigned to either a program group or a control group. Program group members were allowed to enroll in Job Corps; control group members were excluded for three years after random assignment. The comparisons of program and control group outcomes represent the effects of Job Corps relative to other available programs that the study population would enroll in if Job Corps were not an option.\textsuperscript{17} The control and treatment groups were tracked with a series of interviews immediately after randomization and continuing 12, 30, and 48 months after randomization.

\textsuperscript{16} The majority of training is vocational, and curricula were developed with input from business and labor organizations and emphasize the achievement of specific competencies necessary to work in a trade. Academic education aims to alleviate deficits in reading, math, and writing skills and to provide a GED certificate.

\textsuperscript{17} Of course, if Job Corps did not exist, the ecosystem of other available programs would presumably change. This is formally a SUTVA violation, and implies that control group mean outcomes may not equal what would be seen in the absence of the program.
A follow-up study of the Job Corps experimental sample also collected administrative data on participants’ employment and earnings (Schochet, McConnell, and Burghardt 2003). Estimated treatment effects on earnings were quite different in the administrative data than in the survey data. The former are less likely to be affected by endogenous attrition. But administrative data are not a panacea: They exclude under-the-table employment, which may be common in the Job Corps population. They also do not address the problem that wages are observed only for those who are employed, itself an intermediate outcome of the program.

An important question regarding Job Corps is the relative performance of the different Job Corps centers, which operate in different labor markets and are (sometimes) run by contractors rather than directly by the government. Schochet and Burghardt (2008) use the Job Corps evaluation data to estimate separate treatment effects by site, finding that these are not strongly correlated with the non-experimental measures that have been used to assess site performance.

A final issue in the Job Corps evaluation, not to our knowledge addressed in the literature, is that the program may be large relative to the relevant labor markets, creating the possibility of important spillovers from treated to control study participants.

A final, smaller category of large-scale social experiments of training programs focused specifically on unemployed (displaced) workers. As we will

18 Kornfeld and Bloom (1999) show that this is the case for participants in the Job Training Partnership Act (JTPA) evaluation.
discuss below, some of these RCTs evaluated programs providing a broad array of reemployment services that also included some degree of training. This raises another issue – experimental evaluations generally identify the "black box" effect of the overall programs, but not the components or mechanisms responsible for those effects.

The Individual Training Account (ITA) Experiment running from 2001 to 2005 directly evaluated different modes of training provision prescribed by the 1998 Workforce Investment Act. WIA allowed local agencies to impose different degrees of counseling and supervision of workers’ training choices, and the ITA experiment evaluated the effect of these choices on actual training received and labor market outcomes. More recently, an ongoing experiment (the WIA Adult and Dislocated Worker Programs Gold Standard Evaluation, discussed below) evaluates directly the intensive and training services provided under WIA.

An issue that is common to all of the job training experiments is the possibility that individuals assigned to the control group may have received training through other channels that would not necessarily have been tracked in the experimental data. These hidden treatments are likely to attenuate the estimated training effect – insofar as control participants are receiving substitute treatments, the evaluation identifies only the differential effect of the public training program, rather than the overall effect of training relative to none. While this could partly explain low estimated treatment effects, this has not been examined carefully in the literature (though, as we discuss below, it has received substantial attention in some other domains, most notably the evaluation of early childhood education).
c. Job Search Assistance

From the inception of welfare programs in the U.S. it was suspected that neither better work incentives nor better human capital would be sufficient to place hard-to-employ welfare recipients or disadvantaged youth into lasting employment, and that part of the challenge derived from disconnection from the world of work. At the same time, it was not clear which of a range of support services aiding job placement would be effective. Hence, a large number of RCTs have evaluated a range of job search assistance (JSA) programs for low-income workers and youth. Other studies have evaluated job search assistance for unemployment insurance recipients and other unemployed workers, who have traditionally been eligible for job search assistance from the U.S. government. Hence, while training program evaluations have mostly focused on low-income workers, job search assistance experiments have also been used to evaluate programs geared towards regular unemployed workers from the mid-1970s to today. As in job training, an important challenge in studies of job search assistance is measuring the counterfactual – what sort of assistance, if any, was received by those excluded from the program under study.

An early wave of RCTs of JSA programs geared towards AFDC recipients occurred from the early 1970s to the mid-1980s, alongside similar studies of labor supply and training programs aimed at the same population. These were mostly evaluations of local programs funded by the federal government. There is a long history of programs providing placement and training services for welfare recipients in the United States, going back at least to the Work Incentive Program.
(WIN) initiated in 1967. WIN was criticized on a range of fronts (e.g., Gold 1971). The first wave of federally-funded evaluations tested services provided by the WIN program and alternative programs for WIN-eligible AFDC recipients (e.g., Grossman and Roberts 1989). These culminated in the National Evaluation of Welfare-to-Work Strategies (NEWWS) in 1990, which was a large-scale evaluation of 11 programs in 7 different sites in the U.S.

A second wave of experiments occurred in the run-up to welfare reform in the mid-1990s, and again saw substantial state-level involvement. As with labor supply and training studies in this period, these studies occurred in the context of welfare reform and tended to study contemplated changes to existing programs and to involve large samples. These included Project Independence in Florida in 1990 (over 13,000 treatment and 4,000 control subjects), the Indiana Welfare Reform Evaluation in 1995 (over 67,000 treatment and 4,000 control subjects), and the LA Jobs First GAIN evaluation in 1995 (over 15,000 treatment and 5,000 control subjects).\(^\text{19}\)

In parallel, another group of experiments evaluated JSA services provided to recipients of unemployment insurance. Most of these included a combination of direct job search assistance, instructions on how to search for a job, and verification of job search. These experiments, to a large extent discussed in Meyer (1995), included Nevada (1977, 1988), Charleston (1983), Texas (1984), New Jersey (1986), Washington State (1986), and Minnesota (1988). Another set of experiments during

\(^{19}\)There also have been evaluations of JSA services explicitly directed at low-income youth, but most of such RCTs we found were relatively small. The evidence on this subject quoted most frequently is related to the job search component provided in the JTPA and Jobs Corps programs.
same period, discussed in Ashenfelter, Ashmore, and Deschenes (2005), only assessed the effect of verification of job search requirements (in Connecticut, Massachusetts, Tennessee, Virginia).20

Since this early wave of UI experiments, the component of the UI system offering job search assistance and training has been repeatedly reformed, with several evaluations along the way. The Worker Profiling and Reemployment Services (WPRS) program was instituted in 1993. Under the WPRS states are required to profile their UI claimants in order to identify those most likely to exhaust UI benefits and refer them to employment-related services.21 This program was evaluated via a social experiment in Kentucky beginning in 1994 (Black, Smith, Berger, and Noel 2003, Black, Galdo, and Smith 2007).

Since then, the Workforce Investment Act (WIA) of 1998 combined most job placement services and training services provided under the auspices of the federal government under one roof, the so-called one-stop centers (e.g., Jacobson 2009). The one-stop centers, renamed America’s Jobs Centers in 2012, provide both Employment Services (e.g., job search assistance) and more intensive WIA services (e.g., career counseling and training) to the three core constituencies – unemployed worker, welfare recipients, and hard-to-employ young workers.

20 Another such experiment (Maryland, 1994) is discussed by Klepinger, Johnson, and Joesch (2002).
21 The services include (1) an orientation session to explain what reemployment services are available; (2) an assessment of the claimant’s specific needs; and (3) development of an individual plan for services based on the assessment. Claimants referred to reemployment services must participate in them as a condition of continuing eligibility. Allowable services include job search assistance and job placement services, such as counseling, testing, and providing occupational and labor market information; job search workshops; job clubs and referrals to employers; and other similar services.
As the structure of service provision has evolved, additional RCTs have evaluated the system’s effectiveness at placing workers. For example, in 2005 the Department of Labor’s Employment and Training Administration launched a program called Reemployment and Eligibility Assessment (REA), mandatory in-person visits aimed at speeding the reconnection of UI claimants to the workforce.\textsuperscript{22} The REA meeting includes an eligibility review, provision of labor market information, development of a reemployment plan and referral to more specific reemployment services. The first wave of randomized evaluation of the effectiveness of the REA counseling process took place in nine states beginning in 2005. The evaluation found that the REA requirement reduces UI benefit receipt (Benus, Jacob, et al. 2008). An ongoing REA evaluation examines the difference in the effect of enforcing the interview requirement alone relative to the combined effect of interview plus services (Klerman, Minzner, Harkness, Mills, Cook, & Savidge-Wilkins 2013). A simultaneous evaluation begun in 2011, the WIA Adult and Dislocated Worker Programs Gold Standard Evaluation\textsuperscript{23} complements the evaluations of REA, WPRS and earlier JSA programs by focusing on the effectiveness of WIA’s intensive and training services geared to unemployed adults not covered by the earlier evaluations.

\textsuperscript{22} The REA program was instituted to counteract the trend towards processing of UI claims by telephone and the internet. The concern was that the net effect of these changes was to reduce in-person contact and hence the opportunity to monitor job search activity and orient UI claimants to services available to speed their reemployment (e.g., O’Leary 2000)

\textsuperscript{23} See \url{http://www.mathematica-mpr.com/our-publications-and-findings/projects/wia-gold-standard-evaluation}. 
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d. \textbf{Practical Aspects of Implementing Social Experiments}

Clearly, the implementation of large-scale social experiments is complex and faces a range of practical hurdles that can affect the quality of the results. This paper focuses on a number of design issues, discussed in Section II.c., that can limit the ability of even an ideal experiment to provide answers to the questions of interest. We discuss each of these design issues in depth in Section IV.

Beyond these conceptual design issues, there are some common challenges and practical considerations that have come up over and over in the conduct of social experiments in the labor market. These play important roles in influencing the topics and questions that are studied via social experiments and in informing the study designs.

One set of challenges derives from the fact that, as noted above, one of the defining characteristics of social experiments is that they intend to examine programs that are already in place or might be put in place in essentially the same form that was used in the experiment. For this purpose, the experimental samples and hence the sampling frame need to be representative of the population that the program serves. This is a challenge in the case of many labor market programs, in part because the sampling frame is often available only to program operators or the government, and may be difficult to access due to formal approval processes.

Once the sampling frame is obtained, it is necessary to randomly assign some members of the sample to the program of interest and others to a control condition, which might be exclusion from the program or an alternative program design. This, too, can be difficult when the program is already in place. For example, if the
program in question exists within an ecosystem of other programs, services, and service providers, it may be hard to practically exclude participants from the program or, if this is done, to avoid also excluding them from other programs that are administratively integrated. For example, excluding a participant from job search assistance offered under the Workforce Investment Act (WIA) might also in practice exclude him or her from job training and other programs, as the same offices that provide job search assistance also do screening and referrals for other services. While some of these problems might be reduced by studying programs not already in place, as in the case of the Negative Income Tax experiments or the National Supported Work Demonstration, this can be quite costly, as the sorts of programs typically studied involve substantial program costs – commonly in the thousands of dollars per participant.

A second group of challenges has to do with the difficulty of enforcing compliance with randomization after it is conducted. Again, the use of actual programs tested in real-world settings limits the options. A common challenge in early experiments was that service delivery was delegated to individual caseworkers or sites that were both widely dispersed and not closely involved with the experimental design. This raises the possibility that caseworkers may deviate from random assignment, for example ensuring that a potential participant viewed as especially needy is not assigned to the control group. For example, a key concern in the National Job Corps Study was to ensure that local program operators properly implemented the randomization. Modern practice centralizes the random assignment process, carefully tracking participants’ initial assignments to ensure
that participants assigned to undesirable treatment conditions do not re-enter the randomization to obtain a better assignment.

A third set of challenges has to do with the measurement of participant outcomes. Once again, this challenge derives, in large part, from the use of real-world populations as experimental subjects and from the large and heterogeneous subject pools often common in social experiments. Hence, it is more expensive to ensure high response rates than in smaller and more targeted field experiments.

In many cases this challenge can be addressed by using administrative data to measure some outcomes. Administrative records may either come from the program under study – for example, unemployment insurance payment records for studies of job search incentives for unemployment insurance recipients – or from other records from other government programs (e.g., tax records). While this can cheaply resolve the attrition problem, it is often contingent on government cooperation or approval. Such cooperation is more likely in large-scale social experimental evaluations of existing programs than in other types of studies. Administrative data can also limit the set of impacts that can be studied, potentially creating important ambiguities in the interpretation of estimated treatment effects. In the unemployment insurance case, for example, does a negative effect of increased job search enforcement on unemployment benefit payments indicate that people are finding jobs faster, or just that many people are leaving the program before finding jobs as a way of avoiding onerous enforcement procedures?
IV. Going Beyond Treatment-Control Comparisons to Resolve Additional Design Issues

Whether one is interested in structural parameters or program evaluation, many questions of policy or intrinsic interest in labor and public economics require going beyond the basic RCT design described in Section III.a. We discussed a number of these questions in Section III.b. Here, we discuss ways to extend the basic RCT design to provide answers to these questions.

We organize our discussion around the major potential design issues we mentioned in Section III.b. For each, we discuss proposed solutions and, where relevant, point out potential extensions and limitations. We begin by discussing studies that address aspects relating to internal validity, including SUTVA violations (e.g., potential general equilibrium effects) and endogenously observed outcomes. We then discuss studies that address external validity concerns, including site and sub-group effects; effects on subpopulations other than experimental compliers; hidden or multiple treatments; mechanisms for treatment effects; and studies of optimal or simply alternative policies.

In some cases, the identified issues can be addressed after the experiment is complete, generally by imposing additional structure. In many of these examples the additional structure imposed is justified by appeal to theoretical considerations and is just sufficient to extend the RCT to address a specific question and the design issue it raises. In that sense, the studies can be viewed as an effort to bridge pure experimental (or quasi-experimental) approaches credibly identifying a limited number of (potentially composite) causal parameters, with more traditional
structural estimation that obtains a fuller characterization of the economic problem via the imposition of substantial additional assumptions. In the ideal case, they maintain the best of both worlds, though they also share some of the limitations of each.

In some cases, it is possible to build the structural questions of interest into the ex ante design of the experiment. This can provide credible identification with even fewer structural assumptions than are required for after-the-fact analyses. There are fewer existing examples of this, but we discuss them where appropriate.

Our discussion is mean to highlight the different approaches, as well as to clarify the scope, potential, and difficulties that arise when extending inference from standard RCTs to a broader range of questions. We discuss each of the design issues identified earlier in turn.

a. **Spillover effects and SUTVA**

i. *Limitations due to spillover effects and SUTVA violations*

Social experiments in labor economics typically occur in the context of the local or regional labor market. This means that if the number of workers participating in the program is sufficiently large with respect to the relevant segment of the labor market, the program could have an effect on the labor market outcomes of the control group. This would lead to a failure of SUTVA – the difference in outcomes between treated and control individuals would differ from the overall effect of the program on the entire population relative to not implementing the program, which is often the effect of primary interest.
Many social experiments in the United States have not raised serious spillover issues, as the treated populations have been small relative to the local labor market. However, this may not be true for large experiments, such as the National Jobs Corps Study, or if labor markets for, say, former welfare recipients are sufficiently segmented. Similarly, if the programs under study are pilots, and are eventually scaled to broader populations of low-income workers – which has happened, among others, in the case of welfare reform, of training provided through WIA, or job search assistance services provided by WPRS or REA – then the potential extent of spillover effects would nevertheless matter, since any spillover effect would have to be included in a welfare assessment of the program. This would create systematic differences between the outcomes of the pilot study and the program effects of interest.

### ii. Addressing the issue after the experiment is finished

Despite its potential prevalence in social experiments in the labor market, relatively few studies have directly dealt with the issue of spillovers or other failures of SUTVA. A handful of studies have tried to estimate spillover effects directly using inter-regional comparisons (e.g., Blundell, Dias, Meghir, and Van Reenen 2004; Ferracci, Jolivet, and van den Berg 2010; Gautier, Muller, Robsholm, Svarer, and van der Klaauw 2012). There are roughly two approaches, neither of which is able to fully identify the spillover effect. One approach is to compare control group outcomes to those of observably similar individuals in areas where no one is treated. Another approach is to compare the effect of treatment across sites with different treatment intensity or labor market conditions. The difficulty here is that
typically neither the treatment site nor the size of the treatment group (and hence the amount of potential spillover) is randomly assigned. For example, Hotz (1992) discusses the non-random selection of sites for the JTPA evaluations. Alcott (2013) studies the sources of observed bias in site-selection in a large electricity conservation experiment. An exception, discussed further below, is a recent paper by Crepon, Duflo, Gurgand, Rathelot, and Zamora (2013) that resolves this problem in the context of a job search assistance program by randomly assigning both the treatment and the number of workers treated.

Absent such a multi-stage experimental design, relatively few options are available to researchers to assess the degree of the actual or potential spillover effects present in the context of their evaluation. An area of research where spillover effects have received substantial attention is the analysis of the employment and welfare impacts of extensions in unemployment insurance benefits. Here, spillover effects arise because treated and untreated individuals compete for the same positions; the degree of the spillover effect therefore depends on the job creation response to the treated group's labor supply change. To assess the potential degree of spillovers, several papers have used estimates of the matching function to adjust micro-econometric estimates of the effect of policy-induced changes in unemployment insurance durations on unemployment duration or exit hazards for the presence of crowding.24 Such ad-hoc simulations are partial-equilibrium in

24 One added difficulty in the case of UI is that in most cases in the U.S. the policy-induced changes in the level or duration of UI benefits are a function of labor market conditions – making it crucial to properly control for the direct effect of local labor market conditions.
nature, and could be interpreted as a short-run effect, when vacancies have not yet adjusted.

To take into account vacancy responses, Landais, Michaillat, and Saez (2015) specify a general equilibrium model of the labor market that nests two scenarios. In a standard, competitive search-matching model, the vacancy response to changes in labor supply is sufficiently strong to offset the crowding effect completely. If jobs are rationed, on the other hand, increased competition by subsidized job seekers leads to crowding even in general equilibrium. In principle, a calibrated model of this kind could be used to assess the potential degree of crowding. However, the ongoing debate on the general equilibrium effect of UI extensions shows the difficulty of choosing the appropriate parameterization of employer responses.

In the spirit of using random variation in the treatment across localities to assess the presence of spillover effects, a couple of papers have tried to exploit region-specific changes in policy-induced UI variation in the U.S. to assess the full effect of the policy on the entire labor market (Hagedorn, Karahan, Manovskii, and Mitman 2015, Hagedorn, Manovskii, and Mitman 2015). Since UI variations usually depend on economic conditions at the state level, these studies use border communities unaffected by the policy change as counterfactuals. A potential difficulty stressed in the literature on evaluation of place-based policies is the presence of spatial spillovers between adjacent or related labor market areas. Such spillovers again constitute a failure of SUTVA, and can lead to biased estimate of

---

25 A key practical difficulty there is that measures of unemployment rates at the sub-state level is often very noisy. Estimates using administrative employment data based on the universe of private employees appear to show little spillover effects (Johnston and Mas 2015).
region-level policy effects. Cerqua and Pellegrini (2014) develop alternative estimates to the TOT that take into account the degree of spatial spillover effects.

Another source of SUTVA failures are interactions between treatment and control participants. Such ‘dilution’ effects can lead to an underestimation of the treatment effect. If possible, a typical approach to circumvent such interactions is to raise the level of randomization (say, from a sub-group within a site to a whole site). This approach can help to avoid interactions between individuals in the treatment and control groups. It does not resolve potential interactions between treated participants. This may be part of the mechanism of the treatment; it may also be a potentially unintended variation in treatment intensity that we discuss under site effects. In either case, when designing and experiment, it might be valuable to consider ways of keeping track of social interactions, perhaps by asking about friends in a baseline survey, or monitoring (or manipulating) the use of certain kinds of social media.

iii. Addressing the issue through the design of the experiment

In some circumstances it may be possible to avoid, or study, spillover effects by appropriately structuring the design of a randomized experiment. For example, in the spirit of the non-experimental studies cited above, treatment and control groups could be chosen to be sufficiently distant to avoid spillover effects. Alternatively, the treatment group could be chosen to be sufficiently small that spillover effects are unlikely to be a problem. If the spillover effects themselves are of direct interest, the experimental manipulation could be combined with pre-existing variation in the strength of potential spillover effects (e.g., across
submarkets), if available. The risk of such ad hoc or hybrid approaches is to potentially lose comparability of the control group, or to confound spillover with other variation in treatment effects.

A preferable approach if spillover effects are potentially present is to manipulate both the treatment as well as the size of the treatment group (and hence the amount of spillover) experimentally. Crepon, Duflo, Gurgand, Rathelot, and Zamora (2013) implement this strategy in the context of a public program assisting unemployed workers in their search for a job in France. The researchers manipulate both who gets assigned into the job search assistant program within a region (the classic experimental design), as well as randomly vary the amount of individuals assigned to the treatment groups between regions. The manipulation of both treatment as well as size of the treated population allows them to identify separately the effect of the program holding the spillover effect constant, as well as the combined program and spillover effects. It is the latter parameter that is ultimately relevant for a cost-benefit or welfare analysis of the program and extrapolation to alternative policy settings.

Similar strategies are available in case of failure of SUTVA, arising for example if some individuals in the control group get accidentally treated, or if treatment compliance depends on the take up rate among peers. In some cases, one may choose experimental setting to try to minimize SUTVA. For example, one can try to keep treatment and control groups sufficiently separated, or one can devise strategies to assign the treatment in a way that it is exclusive (e.g., in case of web-
based information treatments, access could based on hardware address rather than passwords).

One could also make the degree and structure of SUTVA part of the analysis. This is potentially interesting since it may provide insights into the “black box” of how a program might work in a real life setting and hence enhance external validity. For example, one could experimentally vary the number of treated units in a reference group or network (e.g., classrooms, friends, etc.), e.g., by cross-classifying the main treatment with manipulation of a dimension that determines the degree of departure from SUTVA. Depending on the context, it may be possible to more explicitly manipulate interactions between individuals introducing additional treatment to the experimental design. Even absent such explicit manipulation, in ex post data collection in may be possible to elicit information on factors relating to how treatment was obtained or take up was decided. Such information may be used to stratify the analysis by the predicted degree of SUTVA violations or at least assess the potential for significant departures from SUTVA.

b. **Endogenously observed outcomes**

i. **Limitations Due to Endogenously Observed Outcomes**

In many labor market experiments, key outcomes include measures observed only for individuals who are employed, such as hours worked and wages.

---

26 Note that there is a parallel here with the issue of treatment compliance and heterogeneous treatment effects. In the case of SUTVA, the compliance function is assumed to depend on treatment status of other individuals, and hence achieving experimental manipulation of compliance is presumably more complex. Yet, as in standard case of heterogeneous treatment effects, for external validity is important to trace out as much of the potential compliance-related interactions as possible.
Hence, the impact of, say, welfare-to-work programs or job training programs can only partially be assessed based on simple RCTs alone. Although many studies report experimental impacts on the endogenously observed outcomes, these are understood to suffer from serious selection problems. In the same way, non-random attrition in follow-up data collection can bias the results of nearly any evaluation.

To illustrate, consider a program aimed at unemployed workers that includes skill development and job search assistance modules. We are interested in whether the program raises the probability that a participant is employed one year after participation and whether it makes them more productive when employed. For simplicity, we assume that participation is randomly assigned and compliance is perfect.

We have two outcomes here. We denote employment status by $y_i = D_i y_{1i} + (1-D_i) y_{0i}$. For those who are employed at the follow-up survey, we observe the wage $w_i = D_i w_{1i} + (1-D_i) w_{0i}$. Treatment effects of the program on the two outcomes are $\tau_{yi}$ and $\tau_{wi}$. (We imagine that $w_{di}$ is well defined for an individual with $y_{di} = 0, d \in \{0,1\}$, but simply not observed. In this case $w_{di}$ can be thought of as the individual’s latent productivity, that which he/she would be paid if a job were found.)

Estimation of $E[\tau_{yi}]$ is straightforward, as discussed above. But the impact on wages is much harder. In general, it is not possible to identify the average treatment effect $E[\tau_{wi}]$; the treatment-on-the-treated effect $E[\tau_{wi} \mid D_i = 1]$; or even the average treatment effect for the subpopulation that would have been employed with or without the program (for whom $\tau_{wi}$ is least problematic), $E[\tau_{wi} \mid y_{0i} = y_{1i} = 1]$. 
The problem here is that it is impossible to distinguish, within each \( D_i \) group, between those workers who would also have worked in the counterfactual and those who would not have. Consider the treatment-control difference in mean observed wages:

\[
E[w_i | y_{1i} = 1, D_i = 1] - E[w_i | y_{0i} = 1, D_i = 0] = \\
E[w_{0i} + \tau w_i | y_{1i} = 1, D_i = 1] - E[w_{0i} | y_{0i} = 1, D_i = 0] \\
= E[\tau w_i | y_{1i} = 1, D_i = 1] + (E[w_{0i} | y_{1i} = 1, D_i = 1] - E[w_{0i} | y_{0i} = 1, D_i = 0]) \\
= E[\tau w_i | y_{1i} = 1, D_i = 1] + \\
\quad + (E[w_{0i} | y_{0i} = 1, y_{1i} = 1, D_i = 1] - E[w_{0i} | y_{0i} = 1, y_{1i} = 1, D_i = 0]) \\
\quad + (E[w_{0i} | y_{1i} = 1, D_i = 1] - E[w_{0i} | y_{0i} = 1, y_{1i} = 1, D_i = 1]) \\
\quad - (E[w_{0i} | y_{0i} = 1, D_i = 0] - E[w_{0i} | y_{0i} = 1, y_{1i} = 1, D_i = 0]).
\]

The first term here is the average treatment effect in the subpopulation that works under treatment. It may not equal the overall average treatment effect, but insofar as the potential wages of those who do not work are not relevant to social welfare, it is arguably the parameter of interest. The second term solely reflects selection into treatment, and is zero under random assignment. But the third and fourth terms have to do with selection into employment, not selection into treatment. Random assignment does not ensure that they are zero, and the treatment-control contrast among workers may therefore be badly biased.

A quantitative example helps to illustrate the problem. Suppose that there are two types of workers, those who will earn high wages \( w^H \) if employed and those that will earn low wages \( w^L \). Suppose we conduct a randomized experimental evaluation of an integrated job training and job search assistance program. 60% of
workers will be low productivity with or without the program \((w_{1i} = w_{0i} = w^L)\), 20% will be high productivity with or without the program \((w_{1i} = w_{0i} = w^H)\), and 20% will be low productivity without the program but will become high productivity if exposed to the training sequence \((w_{0i} = w^L, w_{1i} = w^H)\). All of the second and third groups will find jobs, with or without search assistance \((y_{0i} = y_{1i} = 1)\), but those in the first group of low-skill, impossible-to-train workers will find work if and only if they receive search assistance \((y_{0i} = 0, y_{1i} = 1)\).

In this setting, the program’s average treatment effect on employment is 0.6; the average effect on latent productivity is \(0.2(w^H - w^L)\); and the average effect on wages of those who would work with or without the program is \(0.5(w^H - w^L)\). We would like to design analyses of the experimental data that can recover these values.

The first, the ATE for employment, is simple: This is identified by the simple treatment-control contrast in employment rates when program participation is randomly assigned. But what about the corresponding contrast for wages, restricted to the subsample for whom wages are observed? In the control group, wages are observed for only the 40% who find jobs, and average \(0.5*w^L + 0.5*w^H\). In the treatment group, everyone finds jobs, and the mean wage is \(0.6*w^L + 0.4*w^H\). Thus, the estimated treatment effect is \(-0.1(w^H - w^L) < 0\). Selection has led to a perverse estimate here: The training program has a positive effect on 20% of participants and a negative effect for no one, but the experiment appears to indicate that it reduces earnings. The problem, of course, is that the treatment-control comparison of wages must condition on employment, and the subpopulation that is employed differs between the two groups. The problem could be resolved if it were possible to
identify the sub-group that responds to the job search component of the program and exclude them from the wage analysis, but nothing in the experiment allows us to identify this group. (Note that it is not resolved by including the non-employed in the wage analysis, with wages set to zero. This yields an estimated effect of $0.2w^H + 0.4w^L$ – the right sign, but a very misleading magnitude.) Without an ability to measure \textit{counterfactual} employment status at the individual level, the program effect on wages is not identified.

\textit{ii. Addressing the issue after the experiment is finished}

Non-random attrition in particular has been a long-standing concern in the experimental literature in labor economics (e.g., Hausman and Wise 1979). A classic experimental design would be deemed successful if attrition is low, and if present, it is balanced in terms of magnitude and observable characteristics between the treatment and control groups. If this is the case, reweighting the samples may still recover the effect of the TOT or LATE among the original set of compliers (e.g., Ham and Li 2011). Yet, there are relatively few explicit attempts in the literature to address selection bias in other contexts.

A large literature in labor economics has dealt with sample selection problems, especially in the analysis of wages and hours in the context of the classic human capital and labor supply models. Largely based on that literature, here we will review several approaches to deal with selection bias: the use of control functions to address selection; estimation of percentiles effects instead of mean impacts; use of additional data to control for selection; construction of bounds based on selection probabilities; construction of bounds using theory.
Parametric selection corrections

The ‘classic’ approach to control for selection bias in estimating the effects of treatment effects on wages or hours worked is based on control functions. Labor supply theory is used to derive an expression for the selection bias in the outcome equation. This bias depends crucially on the participation equation, which determines the degree of sample selection (e.g., Gronau 1974). Under the assumption of joint normality of the errors in the outcome and selection equations, one can obtain an explicit functional expression of the bias term in the outcome equation. Under these assumptions, unbiased estimates can be obtained either by jointly estimating the full system by maximum likelihood, or by proceeding in a stepwise fashion (e.g., Heckman 1979).

Early on it was recognized that unless experimental variation in participation (e.g., an exogenous instrument affecting only participation and not the outcome equation) is available, identification is only based on functional form assumptions, and results can be quite misleading if these assumptions are even slightly incorrect. By contrast, a substantial literature has shown that once an instrument for participation is available, treatment effects in the outcome equation can be identified under quite general functional form and distributional assumptions (e.g., Newey, Powell, and Walker 1990). For example, Ahn and Powell (1993) show that under assumptions of a single, strictly monotonic index for selection, variation in the probability of participation independent from the variables in the outcome
equation suffices to control for selection.\textsuperscript{27} The difficulty is, of course, that often such independent source of variation is not available.\textsuperscript{28} Below we discuss how the experimental design itself may be modified to obtain exogenous variation in participation.

Non- and semi-parametric selection corrections

Absent such an instrument, in the presence of selection the treatment effect on the mean outcome is not identified. However, several studies have exploited the fact that under certain assumptions quantile-treatment effects (QTEs) may be consistently estimated even in presence of selection. A QTE for the \( q \)-th quantile is defined as the difference in the \( q \)-th quantile of the outcome distribution in the treatment and control groups, respectively.\textsuperscript{29} It is not necessary to observe each individual's outcome to compute the \( q \)-th quantile; it suffices to know that someone is above or below that quantile. Thus, if one can assume that all those who are not employed have potential wages in the bottom \( q \) percent of the distribution, one can estimate the treatment effect on the \( q \)th quantile of potential wages by merely assigning all non-workers the minimum observed value (e.g., Powell 1984,

\footnotesize
\textsuperscript{27} In an experimental context, Card and Hyslop (2005) and Looney and Manoli (2013) compare employment rates in the treatment and control groups to assess the potential for selection when studying the effect of the Canadian Self-Sufficient Project (see Section IV.g) and the EITC on wages, respectively.

\textsuperscript{28} Card and Hyslop (2005) show that under two additional assumptions, the effect of a work subsidy on wages on wages is still identified even in the presence of selective employment. They show that if the program only has positive effects on labor supply and does not affect the wages for those that would have worked anyways, then the experimental effect on the hourly wage can be consistently estimated by the ratio of the treatment effect on total earnings divided by the treatment on total hours worked.

\textsuperscript{29} For any random variable \( Y \) having cumulative density function \( F(y) = \Pr[Y < y] \), the \( q \)th quantile of \( F \) is defined as the smallest value, such that \( F(y_q) = q \). If we consider two distributions \( F_0 \) and \( F_1 \), then \( \text{QTE}(q) = y(1) - y_0(0) \), where \( y_0(g) \) is the \( q \)th quantile of distribution \( F_0 \).
Buchinsky 1994). Hence, under this assumption all quantiles above the value of the rate of nonemployment of the respective group can be identified. The lower value of nonemployment of the treatment and control group determines which QTE can be identified.

It is not clear, however, that the required assumption holds – as pointed out by Altonji and Blank (1999), among others, at any given time, some high-wage individuals may be nonemployed. Moreover, this strategy is only useful in so far as differences in quantiles of the outcome are deemed sufficient for evaluating the effect of the program. Johnson, Kitamura, and Neal (2000) note that in longitudinal data, the minimum of all observed wages for a given individual provides an upper bound for the reservation wage. Their approach points to the value of longitudinal data for resolving this selection problem, as outcomes in periods when they are observed are informative about potential outcomes that are not.

Another approach uses reservation wages to measure selection into the subsample of observed wages. This works because – if correctly measured – the reservation wage captures the lowest wage for which an individual is willing to work. Hence, the reservation wage provides the censoring point for an individual’s wage-offer distribution, allowing one to make inferences about potential wages for those individuals not working in the treatment and control group. Grogger (2009) uses reservation wage information from a randomized evaluation of Florida’s Family Transition Program, a welfare-to-work program with emphasis on work incentives and time limits. With this information, he estimates the treatment effect of the program on wages using a bivariate, censored regression model that allows
for classical measurement error in both observed wages and reservation wages. Once Grogger (2009) controls for selection, he finds the program had statistically significantly positive effects on wages.

Addressing the selection problem using direct measures of reservation wages makes intuitive use of the reservation wage concept. Moreover, often information on reservation wages is already being collected in the context of programs providing job search assistance, or if not they are at least in principle relatively easy to elicit if the experimental design includes a survey component. However, recent research suggests that in practice reported reservation wages appear to only partly reflect the properties of the theoretical concept (e.g. Krueger and Mueller 2014), casting some doubt on the robustness of this approach. In particular, Krueger and Mueller report that a substantial number of workers accept (reject) jobs offering wages below (above) their reservation wage, implying that care should be taken in using reservation wages of the nonemployed to make inferences about unobserved wage offers.

Yet another approach is to attempt to derive bounds for the treatment effect under conditions more general than the monotonicity assumption inherent in the Ahn and Powell (1993) and similar estimators. This allows researchers to investigate how severe the bias from selection could possibly be and what can be learned under general assumptions rather than to try and to obtain a point estimate under more restrictive assumptions.

One bounding approach is proposed by Horowitz and Manski (2009). This strategy asks how much the estimated treatment effect would be inflated if all
missing treatment observations were assumed to have the highest possible outcomes and all missing control observations the lowest; then it asks how much it would be depressed if the opposite assumptions were made. Unfortunately, these bounds are typically not very tight, particularly when the outcome variable’s support is potentially unbounded as for example in the case of wages.

Lee (2009) proposes a strategy for obtaining tighter bounds, via stronger assumptions: He assumes that anyone not employed in the control group would also have been non-employed had they been in the treatment group, so that selection bias arises solely from participants in the treatment group who are employed but would not have been had they been assigned to be controls. He can then bound the treatment effect by making extreme assumptions about this latter group. Denote the excess fraction employed in treatment group by $p$. The upper (lower) bound is constructed by removing the lowest (highest) fraction $p$ observations from the treated subsample and recomputing the mean outcome for the treatment group – effectively making the worst-case assumption that selection was fully responsible for the entire upper or lower tail of values. Lee (2009) shows that the resulting bounds are sharp and provides formulas for the standard errors. In the case of Job Corps, the procedure results in informative bounds suggesting positive wage effects from training – albeit a zero effect is contained in the confidence interval.

Lee’s (2009) approach based on trimming requires relatively weak assumptions. It presumes only that selection is monotonic in the treatment – that treatment either only increases, or only reduces, selection into employment.

30 The role of treatment and control groups are reversed if the treatment reduces employment.
Monotonicity is implied by standard empirical binary choice models typically used to model participation choices (e.g., Vytacil 2002), and hence bounds based on trimming are applicable to a wide range of problems, including selective employment, survey non-responses, or sample attrition.

If one is willing to impose further structure from theory, one may obtain tighter bounds more specific to a particular problem. This is especially useful if the theory has explicit predictions about how the endogenous outcome responds to incentives. This is pursued by Kline and Tartari (forthcoming), who analyze the randomized evaluation of Connecticut’s Jobs First welfare-to-work program. While previous analyses had found only small responses in hours (the intensive margin), absent an instrument for participation (the extensive margin) sample selection makes such estimates hard to interpret. Kline and Tartari (forthcoming) use revealed preference arguments in the context of a canonical but non-parametric static labor supply model to describe which observed responses to the treatment at the intensive and extensive margin are consistent with the theory. Absent further structure on the model the treatment Connecticut’s Job First program can only distinguish between a limited set of employment states, hence substantially reducing the number of transitions between potential counterfactual outcomes that can be studied. The result is a mapping of discrete counterfactual outcomes under treatment and non-treatment. The question then is how likely certain transitions

31 This may be more easily done for hours, which is typically assumed to be a choice variable, than for wages. Yet, to some degree wage may be a choice variable as well, for example if jobs offer wage and effort combinations among which workers choose. This is the approach taken in some modern public finance, which often substitutes hours worked with taxable earnings as the choice variable in analyses of intensive-margin labor supply.
are, and in particular whether changes at the intensive and extensive margin occur with positive probabilities. Since Kline and Tartari (forthcoming) can only use the marginal distribution among the counterfactual states for the treatment and control groups to infer the transition probabilities between counterfactual states, they cannot point-identify the transition probabilities. Instead, they construct bounds for the transition probabilities among the entire (discretized) distribution of counterfactual states, including the probability of changes in the intensive margin due to the treatment. Their approach also allows them to test the restrictions from the model.

This approach is useful, since it allows Kline and Tartari (forthcoming) to learn about intensive margin responses to the Jobs First program in the presence of selection. Their results could also be used to think about the likelihood of intensive margin responses for similar programs in similar populations. Alternatively, using the marginal distribution of the existing program (AFDC, the program of the control group), the estimated bounds for the matrix of transition probabilities could be used to construct bounds for the intensive and extensive labor supply responses that could arise if Jobs First was implemented at another site. A potential issue is that the procedure is complex and the analysis is specific to the Jobs First program. Hence, while the general approach may be applicable to a range of problems, this would require careful specification of the decision problem, of the restrictions imposed by revealed preference theory, and of counterfactuals for each case. Nevertheless, since many social experiments are concerned with welfare and other programs that provide explicit variation in employment incentives and hence useful information
on the likelihood of counterfactual outcomes, it is useful to consider the role that
theory can play in providing bounds on treatment effects on endogenous
outcomes.\textsuperscript{32}

iii. \textit{Addressing the issue through the design of the experiment}

The endogenous outcome problem is often easily anticipated when designing
an experiment, as it arises whenever outcomes like wages or hours are of interest
and non-employment is a realistic possibility. There are various ways to adjust the
experimental design to facilitate analysis of potential sample selection bias. For
example, suppose in the case of the effect of a training program on wages the
researcher believes that there are exogenous factors determining a worker’s labor
supply decision. If these factors can be measured ex ante, the randomization could
be stratified by the likelihood of employment as predicted by the exogenous
instruments. Stratification would ensure sufficient sample sizes in each exogenous
labor supply tier. (If only available ex post, say, in a follow-up survey, even absent
stratification such variables can be still used as instruments for participation if
sample sizes are sufficiently large.)

However, as it is usually difficult to come by good instrumental variables, the
real power of a well-designed RCT would be to address the sample selection
problem directly. In the training example, this would entail adding a second source
of randomization that explicitly modifies the incentive to work but does not
otherwise affect the endogenous outcome. Whether this is feasible depends on the

\textsuperscript{32}Similar approaches have been pursued in Blundell, Bozio, and Laroque (2011).
context. However, sample size considerations need not be a hurdle to adding a second treatment, since the two treatments can be cross-classified. This approach is particularly useful if one is interested in external validity, since the two-dimensional experimental variation may allow one to trace out the treatment effect of training for sub-populations with different employment probabilities.

In the case of non-random attrition, a version of this approach would be to randomly select a group of workers to follow up more intensively, perhaps stratified within groups of workers with different ex-ante attrition probabilities. This is the approach pursued in the follow-up waves of the Moving To Opportunity experiment (e.g., Kling, Liebman, and Katz 2007). Another solution worth pursuing is to obtain administrative data for the universe of subject participants. Since usually identifying information and permission from survey participants is needed for such data merges, it is a good idea to factor the need of additional data into the initial research design.

c. Site and group effects

i. Limitations due to site and group effects

To target programs most effectively and to save costs, in many cases an essential problem is to identify the subpopulations that benefit most from a program. However, there are often many possible subgroups to examine. When many comparisons are estimated, the chance of a false discovery – a treatment-control contrast that is statistically significant, even though the true treatment effect
is zero – rises toward one. Avoiding incorrect inferences in such a setting requires care.

A version of the subgroup effects problem is to identify variation in treatment effects across program locations or sites. Such variation might arise from observed local characteristics – e.g., treatment effects of training or job search experiments may depend on the tightness of the local labor market. Where the relevant characteristics of the labor market are clear ex ante and their dimension is limited, this is relatively straightforward. But if the relevant dimensions are not clear or the number of potential contrasts is large, the multiple comparisons problem becomes relevant. Alternatively, there might be unintended variation in treatment intensity or in the fidelity of treatment delivery among treatment sites. Such site effects render the interpretation of the estimated treatment effect of the overall treatment difficult and limit external validity. If they are potentially important, we need estimates of each site’s separate effect. This implies that there are as many treatment effects to be estimated as there are sites at which the experiment is implemented.

A related challenge in evaluating the success of social experiments is to decide whether the parameter of interest is the effect of the program in its most successful variants, with strong local partners and appropriate local conditions, or the average effect across a range of local circumstances. When the latter is of interest, the ideal experimental design would involve drawing participants from all sites. But this is often impractical. More commonly, social experiments have been carried out at one or a few sites. These are often chosen because the local
management is willing to participate, or because they are seen as exemplars of the program. This makes it difficult to interpret the experimental results as representative of the program as a whole (see, e.g., Hotz 1992 and Alcott 2013).

ii. Addressing the issue after the experiment is finished

A common question in program evaluation is whether program impacts vary with race, gender, or past work experience. On its face, it is straightforward to answer this question in the context of a randomized trial: One simply constructs treatment-control contrasts separately for each subgroup. Many authors emphasize the importance of conducting the randomization separately for each subgroup of interest. This is not in principle necessary – unconditional random assignment ensures that assignment is random conditional on predetermined characteristics as well – but can add power for subgroup comparisons, especially in smaller samples.

A more important issue is the potential number of comparisons to be estimated. If enough subgroup estimates are computed, even a program that has no effect on anyone will be likely to show a statistically significant effect for some subgroup. (A similar problem arises when considering effects on multiple outcomes.) Researchers have taken a number of approaches to this multiple comparisons problem. One is to specify the subgroups that will be considered, and the hypotheses of interest, before analyzing the data. This can limit the scope for

33 A related but distinct problem is the question of ensuring “fidelity of implementation” in an RCT – a close alignment between the program’s intended design and the services that are actually delivered. Again, while this is important for maximizing the statistical power of the experiment and for testing whether the program’s theory of action is correct, it limits the external validity for use in making judgments about the likely overall impact of real-world programs, which may not be implemented with high fidelity.
unconscious data mining. It also ensures that the number of comparisons that were considered is known, so that the p-values of simple treatment-control contrasts can be adjusted for the multiplicity of the comparisons being estimated. An appropriate adjustment makes it possible to obtain accurate p-values for the test of whether the program had any effect on any subgroup. But two issues remain: These tests typically have very low power. In addition, even when they do reject they are often not able to identify which subgroups have non-zero treatment effects. A full discussion of adjustment for multiple comparisons is beyond the scope of this chapter, but Anderson (2008) is a useful reference.

One type of subgroup analysis that is quite common is the analysis of treatment effect variation across sites and/or providers. As discussed in Section 3, there are many reasons to expect and be interested in measuring such variation. But with many experimental sites, the number of comparisons can be large, and the available samples for each site can be small. Moreover, the fact that the site-specific treatment effects can in some sense be seen as draws from a larger distribution opens up new options for analysis that are not available in traditional studies of subgroup treatment effects.

The mid-1990s National Job Corps Study illustrates some of the issues involved.34 Job Corps is a $1.5 billion vocational education and training program that targets disadvantaged youths. The random-assignment study indicated that the program has a positive effect on earnings four years after participation, of a

34 Other studies that examine similar questions are Bloom, Hill, and Riccio (2005) and Barnow (2000).
magnitude roughly comparable to the return to a full year of education (Schochet, Burghardt, and McConnell 2008). (At the time of the evaluation, the average participant was enrolled for about eight months.)

But like other job training programs, the specific “treatment” provided to Job Corps participants varies substantially across individuals, according to perceived needs. Moreover, Job Corps services are delivered at 110 mostly residential centers, the majority of which are operated by private contractors. Some providers may better at delivering an effective program (or at guiding participants to the types of services that they need) than are others. The center-specific treatment effects are thus of great interest.

The Department of Labor (DOL) has long used a performance measurement system to track performance of the different centers and inform decisions about contract renewal. Performance measures are non-experimental, and include statistics like the GED attainment rate or average full-time employment rate of program participants at each center. But it is not clear that these performance indicators successfully distinguish center impacts from differences in the populations served by the various centers.

Schochet and Burghardt (2008; hereafter “SB”) attempt to use the random-assignment Job Corps Study to validate DOL’s performance indicators (see also Barnow, 2000, who carries out a similar exercise for JTPA). In principle, estimation of site-level causal effects using the experiment is straightforward: One simply compares mean outcomes of the treatment and control groups at each site, relying
on the overall random assignment to ensure balance of each site-level comparison.

But a few challenges arise.

First, in the Job Corps Study randomization took place before applicants were assigned to centers. Thus, treated individuals are associated with centers, but control individuals are not. SB address this by using intake counselors’ assessments of the center that the applicant would most likely attend, collected prior to randomization. To ensure that treatment and control individuals are treated comparably, they use this prediction for both groups, even when it differs from the actual treatment assignment. Differences occurred for only 7 percent of treatment group enrollees, largely because participants tend to enroll in the closest center or in one that offers a particular vocational program.

Second, even a large RCT sample – the Job Corps Study included over 15,000 participants – can have very small sample sizes at the individual site level. Rather than estimate center-specific treatment effects, SB divide centers into three groups based on their non-experimental performance measures and estimate mean treatment effects for each group. Interestingly, they find that mean program impacts do not differ significantly across groups, suggesting that the performance measurement system is not successfully identifying variation in centers’ causal impacts. A related exercise is carried out by Bloom, Hill, and Riccio (2005), who first estimate statistically significant variation in treatment effects across 59 local offices that participated in three welfare-to-work experiments, then use a multi-level model to estimate the relationship between office characteristics – mostly having to do with the way that the treatment was implemented in each site, though they also
include the local unemployment rate – and office-level treatment effects. In contrast to the Job Corps study, they do find significant associations of the treatment effect with both their implementation measures and the local unemployment rate.

Bloom, Hill, and Riccio’s (2005) interest is in identifying which program features are most effective. It is important to emphasize, however, that the association between site-level characteristics \( X_j \) and the site-specific treatment effect \( \tau_j \) is observational, not experimental, and does not bear a strong causal interpretation. It is quite possible that what appears, for example, to be a strong association between the emphasis that sites place on quick job placement and the site-level treatment effect instead reflects a non-random distribution of this emphasis across sites that vary in other important ways.

Like the Job Corps study, Bloom et al. (2005) do not investigate variation in site impacts conditional on \( X_j \). In many settings, that variation might be of substantial interest. One might like, for example, to estimate effects of individual sites, or to ask which of a number of available performance measures do the best job of predicting experimental impacts. The latter question is a natural one to ask regarding the Job Corps Study, but to our knowledge it has not been pursued with experimental data (though see Barnes et al. 2014 for a related investigation using non-experimental data).

Much work on the estimation of site effects themselves comes out of efforts to measure hospital, school, or teacher performance (see, e.g., Jackson, Rockoff, and Staiger 2014 and Rothstein 2010). These studies are program evaluations, treating each site or teacher as a distinct “program,” but cannot rely on random assignment.
to identify program effects. As in the Job Corps Study, samples are frequently small at the site level, so – even if selection biases are set aside – site-specific treatment effect estimates are quite noisy. One consequence is that actual treatment effects will typically be closer to the average than are estimated effects, even when the research design permits unbiased estimation of each effect. Thus, it is common in these literatures to “shrink” the estimated treatment effects toward the mean. The procedure goes by many different names – e.g., shrinkage, Empirical Bayes, regularization, partial pooling, multi-level modeling – but the basic idea is that the posterior estimate of a site’s effect equals a weighted average of the unbiased estimate of that site’s effect and the mean site effect, with weights that depend on the precision of the site estimate.

Let $\tau_j$ represent the impact of the program at site $j$, and suppose that across sites, $\tau_j \sim N(\tau\text{bar}, \omega^2)$. Suppose that we have a noisy but unbiased estimate of the site $j$ effect: $t_j \mid \tau_j \sim N(\tau_j, \sigma^2)$. Then the former can be treated as a prior distribution for $\tau_j$. By Bayes’ Rule, the posterior mean of $\tau_j$ is

$$E[\tau_j \mid t_j] = (1-f) \tau\text{bar} + f (t_j - \tau\text{bar}),$$

where

$$f = \omega^2 / (\omega^2 + \sigma^2)$$

is the reliability ratio of the site-specific effect estimate.

When the treatment effect varies systematically with site-level covariates – characteristics either of the treatment or of the counterfactual – this can be used to improve precision. If the site effects are modeled as a function of site characteristics,
\( \tau_j = X_j \beta + \nu_j \), with \( \nu_j \sim N(0, \sigma^2_\nu) \), then the noisy site-level estimate \( t_j \) should be shrunked toward the conditional mean rather than to the grand mean:

\[
E[\tau_j \mid t_j, X_j] = (1-f') X_j \beta + f' (t_j - X_j \beta),
\]

where \( f' \) is the conditional reliability ratio, \( f = \omega^2 / (\omega^2 + \sigma^2_\nu) \). This is sometimes known in the statistics literature as “partial pooling.”

One use of the shrinkage approach is by Kane and Staiger (2008; see also Chetty, Friedman, and Rockoff 2014), who use a random-assignment experiment to validate non-experimental estimates of teachers’ treatment effects on their students. They shrink the non-experimental estimates to construct posterior means, under the assumption that these estimates are valid, and ask whether the result is an unbiased predictor of a teacher’s treatment effects under random assignment.

Kane and Staiger focus on “value-added” scores, estimates of teachers’ effects on their students’ test scores from observational regressions, as the sole non-experimental estimate. They fail to reject the hypothesis that these scores are unbiased predictors of the experimental effects, consistent with the view that they are unconfounded by student sorting. But the experiment has quite low power to distinguish alternative explanations, and Rothstein (2014) argues that the question remains unresolved.

A natural follow-up question is whether other non-experimental measures (e.g., classroom observations) can improve the prediction of experimental effects. If so, one might want to use a weighted average of the available measures, weighted to best predict the experimental treatment effect, for performance measurement purposes. To our knowledge, no study has attempted to estimate these weights in an
experimental setting (though see Mihaly et al., 2013, for a non-experimental analysis).

iii. Addressing the issue through the design of the experiment

Ultimately, small sample sizes have limited analysts’ ability to identify site- or group-level variation in treatment effects. But there may be ways to design experiments to better support these investigations. Most obviously, resources can be put into collecting data on variation in the quantity and types of treatments delivered, to support analyses (like that of Schochet and Burghardt 2008 or Bloom et al. 2005) of how site treatment effects vary with observable measures of site treatment variation. Power can also be improved by conducting randomization within site-level strata and by minimizing non-compliance rates (and carefully measuring treatments actually received).

d. Treatment effect heterogeneity and external validity

i. Limitations due to treatment effect heterogeneity

The empirical literature on program evaluation has been increasingly aware of the role of heterogeneity in treatment effects for interpreting estimates of program impacts and assessing their external validity. Many evaluation samples are drawn from specific populations – individuals in particular regions or cities, individuals entering a program in a certain way, or individuals thought suitable for a proposed alternative program. If treatment effects vary, generalizing from these samples to a broader population is hazardous. Another variant of the external validity problem arises when the compliance rate in the experimental sample differs
from what would be expected outside the experiment, as the experimental LATE may not correspond to an appropriate complier population for the program evaluation of interest.

There are several potential sources of heterogeneity. In the previous section, we have discussed differences in characteristics of the environment (such as state of the labor market, including business cycle and industry or occupation structure, population density, or labor market discrimination), and differences in aspects of the program (such as unintended differences in the intensity of treatment, something we address under site effects). In this section, we focus on the case where treatment effects vary because of differences in characteristics at the individual level (such as preferences, abilities, health, beliefs, resources, family environment, or access to networks). Below and in Section IV.f, we also discuss variation in treatment effects arising because of variation in structural aspects of the program, such as differences in work incentives.

ii. **Addressing the issue after the experiment is finished**

The literature is broadly in agreement on how to deal with heterogeneity in treatment effects by observable characteristics of study participants. As discussed in Section IV.c, the experimental design implies that one can obtain consistent estimates of the treatment impact for each subgroup, subject to having sufficiently large sample sizes. One can then extrapolate the TOT and ATE to settings with other distribution of observable characteristics by constructing appropriately weighted averages of subgroup effects and corresponding standard errors. As a more common alternative, one can directly estimate TOT and ATE for another population
by reweighting the original sample to match the distribution of observable characteristics of the alternative population (e.g., DiNardo, Fortin, and Lemieux 1996). If multiple treatment sites are available, in principle a similar approach can be used to assess the effect of environmental characteristics, such as labor market conditions or industrial structure.

The case of heterogeneity by *unobserved* characteristics has presented greater challenges. It is widely accepted that in the case of imperfect compliance, under assumption of monotonic responses to the inducement to take up the program, the estimated treatment effect captures the local average treatment effect (LATE) for the compliers (Imbens and Angrist 1994, Angrist, Imbens, and Rubin 1996). But with heterogeneous treatment effects, even under perfect compliance the TOT for a particular treatment population may not be relevant for other populations of interest. A key question then is how representative the experimental compliers are of the group of people that would be potentially affected by the program in question. In many cases the program compliers are likely to be similar to the population of interest, in which case the complier LATE is the relevant parameter. In other cases – for example when compliance is likely to differ between the study and the program at scale – the estimated LATE from one program evaluation may be less useful.

Heckman and Vytlacil (2005) propose a conceptual framework to analyze heterogeneity in treatment effects that relies on the concept of the marginal treatment effect (MTE). If $\tau_i$ denotes the individual treatment effect, $X_i$ is a vector of observed individual characteristics, and $v_i$ is the error in the equation determining
take up of treatment, then the marginal treatment effect is defined as \( E[\tau_i | X_i = x, v_i = v] \); of interest is how this varies with \( v \). This structure provides a framework for considering external validity. The traditional LATE obtained from analyses of experiments with noncompliance can be seen as the integral of the MTE over a particular range of \( v \), but proposals to expand or roll back programs may implicate MTEs at other \( v \) values.

To move beyond the LATE, we require a multi-valued instrument that can map out the full distribution of \( v \) (or, equivalently, the full range of \( \Pr(T = 1 | X) \)). If such an instrument is available, the MTE can be obtained by a non-parametric regression of the outcome on the fitted probability of program participation resulting from the first stage equation.\(^{35}\)

This is not possible in the case of a simple RCT. However, when the RCT implemented at multiple sites, one can examine the relationship between the site-specific compliance rate and the site-specific treatment effect (i.e., the site-specific LATE).\(^{36}\) (Alternatively, one could directly regress the site-specific mean outcome on the estimated probability of take up and obtain the MTE for different compliance rates.) This relationship could in principle be used to forecast the local average treatment effect at a potential alternative treatment site (possibly reweighting to

\(^{35}\) Many other relevant parameters, including LATE and ATE, can be expressed as functions of the MTE. However, to estimate the ATE or the TOT, say, one needs to obtain the MTE for each value of \( X \) for the full range of complier probabilities, i.e., from 0 to 1. While in many cases this may be infeasible due to data limitations, if available this could be used to extrapolate the ATE or TOT for populations with different compliance rates and distribution of characteristics.

\(^{36}\) Note that the weighting function of the LATE estimator for multi-valued instruments in Angrist and Imbens (1995) is proportional to the differences in take up probabilities between different values of the instrument (ordered by the values’ impact on take up). This difference can be interpreted as the difference in compliance between instrument values.
adjust for differences in observable characteristics), given a forecast of the new site’s compliance rate. More generally, this approach would allow inferring the effect of any intervention affecting the cost of compliance and hence the compliance rate itself.

At times it is useful to go further, to estimating the full distribution of treatment effects. The above methods will not accomplish this. Nevertheless, as mentioned at the outset, knowledge of the distribution of heterogeneous treatment effects is undoubtedly important in assessing the impact of a particular program. (though it is less straightforward how such information can be use to address the issue of external validity if treatment effects vary purely with unobserved characteristics).

One approach that has been used to make inferences about heterogeneity in treatment effects is estimation of quantile treatment effects (QTE). As discussed in Section IV.a, the QTE for the q-th quantile is defined as the difference in the q-th quantile of the outcome distribution in the treatment and control groups, respectively. It is clear that absent strong assumptions, such as rank stability, QTEs do not recover the distribution of treatment effects. Yet, it can be a helpful and easy to implement diagnostic device in at least two senses. First, a QTE analysis can be used to reject the assumption of constant treatment effects, which would imply that the QTE is equal at all quantiles. Second, in some cases particular features of a program allow one to derive predictions as to responses in different quantiles of the outcome distribution (see below). More generally, QTE may provide a broad descriptive sense of potential treatment responses.
To make inference on the actual distribution of treatment effects additional assumptions are required. Heckman, Smith, and Clements (1997) show that without such assumptions, experimental data is essentially uninformative about the treatment effects distribution. Moreover, they demonstrate that quite strong assumptions on the dependence of counterfactual outcomes in the control and treatment states are needed to obtain plausible estimates of the distribution of the effect of training in the context of the National Job Training Partnership Act (JTPA) study.

One source of treatment effect heterogeneity is differences in the structure of the program to be evaluated. In this case, theory may provide weak assumptions that allow making inference on the distribution of treatment effects. Welfare programs represent a good example, since they usually combine a range of different labor supply incentives arising among others from welfare payments, earnings disregards, implicit tax rates, or phase-out regions. Clearly, these incentives interact locally with individual heterogeneity in preferences or ability, something we will return to below. But the additional structure can make for more natural identifying restrictions than in the case of a program that is at least intended to be uniform, such as a training course. A series of papers has addressed this question in the context of evaluation of Connecticut’s welfare-to-work program, Jobs First, against the then-prevailing alternative, the AFDC. For example, to assess the degree of heterogeneity in treatment responses Bitler, Hoynes, and Gelbach (1996) implement a QTE as described above, and relate the resulting estimates to prediction from a standard labor supply model. Kline and Tartari (forthcoming) take
this approach one step further and use the prediction from the theory to directly infer about the distribution of treatment effects. As already discussed in Section III.a, given the nature of the program, this effectively means estimating bounds on transition probabilities between a limited set of discrete counterfactual states. Their approach allows Kline and Tartari (forthcoming) to directly estimate the likelihood of different counterfactual outcomes to the Jobs First program. Therefore, this is an important diagnostic device for assessing the range of counterfactual treatment responses to the program itself. As discussed above, a potential drawback is that the procedure is rather complex and only applies to the particular program studies. One also has to contend with possibly wide bounds.

In principle, Kline and Tartari’s approach can also be used for predicting the effect on the distribution of marginal outcomes of moving from the AFDC to a welfare-to-work program of the same structure at another site (see Section III.a). Yet, it is worth keeping in mind that the estimated bounds have the LATE property, i.e., they may depend on the particular distribution of individual characteristics and the local environment. Extrapolating to different populations or environments in their context would require imposing additional assumptions on the underlying static labor supply model, and thus trade off additional predictions with robustness.

iii. Addressing the issue through the design of the experiment

There may be an opportunity to make more progress on this type of treatment effect heterogeneity by building it into the randomization design, assuming that a plausible structural model (perhaps something as simple as a Heckman-Vytlacil (2005) Roy model) is available. One might, for example, use the
structural model to predict individual treatment effects, then stratify the experiment based on these predictions. The NIT studies can be seen as a version of this, as these were stratified based on prior earnings, a potentially strong predictor of the treatment effect. Or one might use a cross-classified design that randomly but (partially) independently varies the incentive to obtain work and the marginal tax rate if employed.

Cross-classified and multiple treatment group experiments can be quite helpful for identifying variation in treatment effects. For example, rather than simply assigning participants to be offered or not offered the treatment, one might also vary the extent of efforts to enforce compliance with the experimental assignment. Or when the relevant selection is thought to be based in part on the anticipated individual treatment effect, as in Heckman and Vytlacil (2005), one can identify the MTE curve directly by randomly assigning participants to multiple values of the incentive (or cost) to obtain the treatment.

Which of these is appropriate depends on the nature of the selection into compliance in the experiment, and how it relates to what would be observed in a non-experimental setting. To make things concrete, we will consider a study in which applicants are randomly assigned to be eligible or ineligible to receive training offered at a particular job-training center. One might expect that non-compliance rates will be low for those assigned to the treatment group for whom it is inconvenient to travel to the program site. One might then expect the LATE to vary with travel costs, but in a simple experiment there is no way to estimate how much of this is due to differences in average treatment effects between those who
live close to and far away from the program site and how much to differences in selection into the complier group.

One way to learn about this would be to implement a more complex, multiple treatment arm experiment in which a subset of individuals offered access to the training are also offered transportation to the training site. If the distance-treatment effect curves differ between the two treatment arms, one can conclude that selection into participation is important, and this can then be used (with a parametric selection model) to estimate how the LATE for a similarly-selected complier population varies with distance. This may be important if the goal is to generalize from the experiment to a scaled-up program that would offer training at a wider number of sites.

One can also use the three-arm experiment to identify the MTE curve, but only with strong restrictions on the shape of this curve (which correspond to strong parametric assumptions about the selection process; see Brinch, Mogstad, and Wiswall 2014). These restrictions may be unattractive. If an important goal of the study is to understand how treatment effects vary with the costs of participation, an even more complex experimental design might be called for. Rather than assigning individuals to a treatment group that receives training at zero cost or a control group that is denied access to training at any price, one might use multiple groups that are offered training at different price points (including potentially negative prices). Variation in outcomes across these groups will trace out several points on the MTE curve and can be used to identify a more flexibly shaped curve under weak assumptions.
Cross-classified and multiple treatment arm experiments raise a number of practical issues that are not confronted in classical treatment/control studies. First, allocating observations across many arms reduces power to detect differences in outcomes between any pair of treatments. Researchers designing experiments must therefore trade off the benefits of a multiple-treatment-arm experiment against reduced ability to detect particular pairwise contrasts. This issue can sometimes be addressed, however, when the alternative arms can be seen as varying the dosage of a single well-defined treatment. An experiment where all treated individuals are assigned a treatment does of $t$ gives no more or less power for identifying a linear dose-response relationship than one where they are split across treatment arms with doses $0.5t$, $t$, and $1.5t$; moreover, the latter design provides at least the chance of detecting nonlinear effects.

Cross-classified experiments, with a fraction $p$ assigned to treatment $A$ and a fraction $q$ independently assigned to treatment $B$, can also be seen as sacrificing power, though again the reality is more complex. Let $y_{abi}$ represent the potential outcome for individual $i$ when the program $A$ assignment is $a$ ($a=0$ or $1$) and the program $B$ assignment is $b$. The traditional estimand for evaluation of program $A$ is $E[y_{10i} - y_{00i}]$. Only $(1-q)N$ of the $N$ observations in the cross-classified experiment can be used for estimating this quantity, as the other $qN$ observations are assigned to receive treatment $B$. But the experiment has full power for estimating the alternative treatment effect $E[((1-q)y_{10i} + qy_{11i}) - ((1-q)y_{00i} + qy_{01i})]$. This can be seen as a weighted average of two treatment effects of program $A$, one that applies to individuals who also receive program $B$ and one for those who do not. In some
cases, this may be of more interest than the traditional estimand – e.g., when the scaled-up version of program A will coexist with program B.

e. **Hidden treatments**

i. **Limitations due to hidden treatments**

A long-standing issue in the evaluation of job training programs is that these evaluations commonly have substantial rates of non-compliance and crossovers. Many people assigned to receive training do not complete their courses, and it has been operationally and politically difficult to exclude people assigned to the control group from receiving treatment, either from the same provider that serves the treatment group or from an alternative provider. Indeed, in some cases, ethical concerns led to decisions to actively inform control group individuals about alternative sources of training.

Much of the literature treats this as non-compliance of the type discussed in Section II.b.ii, so estimates the training effect by dividing the ITT effect by an estimate of the complier share (see, e.g., Heckman, Hohmann, Smith, and Koo, 2000). But this is unsatisfactory when the control group non-compliers receive a different treatment – e.g., training from a different provider – from that given to the treatment group. In technical terms, this is a violation of SUTVA; practically, it means that assignment to treatment may affect outcomes even for the always-takers who receive (some type of) training in any case. To our knowledge, this issue has not been addressed in the enormous literature on job training experiments. (Heckman et al., 2000, note the issue, but their analyses focus on non-random
selection into training and heterogeneity of training effects, which are related but distinct issues.)

Even the IV approach, unsatisfactory as it is, is often not feasible: It requires measuring the share of the control group that crosses over. In many cases, this is not available: The experimental data includes information on the receipt of services from the program under study but not on services obtained from other sources. In this case, only treatment-on-the-treated (TOT) estimates can be computed. But these are attenuated by the failure to measure the “hidden” alternative treatments.

ii. Addressing the issue after the experiment is finished

A very recent literature takes up this topic in the context of the Head Start pre-school program. The Head Start Impact Study randomly assigned Head Start applicants to be offered care or turned away. Many of the control group applicants (and a smaller share of the treatment group) wound up receiving alternative center-based childcare that is thought to be less effective but may be a partial substitute. Where traditional IV estimators treat this as equivalent either to the Head Start treatment or to the receipt of no services, it might be more appropriate to treat it as a distinct, “hidden” treatment.

Walters (2014) estimates heterogeneity in the Head Start effect across centers (sites), finding (among other results) that the LATE is smaller when more of the complier group is drawn from other centers rather than home-based care. This is suggestive that other center-based care is distinct from home-based care, but does not rule out the possibility that it is equivalent to the Head Start treatment.
Kline and Walters (2014) explicitly model the hidden alternative center treatment, using variation in the compliance patterns across participants’ observable characteristics (e.g., parental education) to identify a multinomial variant of a Heckman (1979) parametric selection correction and thus obtain partially experimental estimates of the separate effects of the two types of child care. Their approach leverages variation across observable characteristics (X) in the share of experimental compliers who are drawn from alternative center care, together with a utility-maximizing choice model that constrains how selection on unobservables varies with X. With the restrictions imposed by this model, they find large effects of Head Start relative to home-based care. As the Head Start experiment did not directly manipulate the choice between home-based and other center care, they are not able to estimate the relative effect of these with any precision in their least restrictive model, though point estimates are consistent with an effect of other centers comparable to that of Head Start. When Kline and Walters impose stronger restrictions on the selection process, they obtain similar point estimates but with more precision.

Feller et al. (2014) also examine the hidden treatments issue in the Head Start Impact Study sample. They use a principal poststratification approach that, like Kline and Walters, exploits variation across observables in selection into the two treatments. They couple this to a finite mixture modeling strategy that treats the separation of the two complier subgroup distributions as a deconvolution exercise. Parametric assumptions about these distributions are used to identify the local average treatment effects of the two treatments. Results are similar to Kline and
Walters: Head Start has positive effects on those who would otherwise be at home, but little effect on those who would otherwise receive alternative center-based care.

Another example of the analysis of hidden treatments is Pinto’s (2015) analysis of the Moving to Opportunity experiment. In one view, the MTO study involved two treatment arms: One offered a housing voucher that could be used anywhere, and the other restricted the voucher to a low-poverty neighborhood. Straightforward experimental comparisons identify the ITT and LATE of usage of each type of voucher. In another view, however, the relevant treatment is the type of neighborhood in which the participant lives. Pinto (2015) uses revealed preference restrictions – anyone offered an unrestricted voucher who moves to a low-poverty neighborhood can be assumed to choose the same type of neighborhood in the counterfactual where she receives a restricted voucher – to identify parameters of interest concerning the distribution of neighborhood-type treatment effects.

iii. Addressing the issue through the design of the experiment

The Pinto (2015) study takes advantage of the multiple-treatment arms in the MTO experiment, while the Head Start papers discussed above exploit, in various ways, the use of centers as strata in that experiment. This suggests, correctly, that complex experimental designs may be useful in resolving hidden treatment problems, and that a researcher interested in these problems might be able to design an experiment with them in mind. In the neighborhood effects example, one might want to have several treatment arms that vary in the restrictions they place on neighborhood choice; for Head Start, one might explore a third treatment arm that provides a voucher usable either at a Head Start center or
at an alternative center. This design might also be useful for a job training evaluation.

In each of these cases, it is crucial to collect information about the type and amount of treatment that each participant actually receives; without this, the complex experimental designs are of little value.

f. **Mechanisms and multiple treatments**

i. **Limitations due to mechanisms and multiple treatments**

The history in Section III makes clear that many labor market experiments involve variation in more than one aspect of a given program. This is clearly the case when programs consisting of suites of services and incentives are evaluated, such as in randomized comparisons of AFDC to welfare-to-work programs or in the evaluations of large-scale training programs with a range of integrated services such as JTPA or Job Corps. Yet, even the interpretation of many RCTs of smaller training programs is made difficult by the fact that some form of job search assistance is provided. Simple RCTs do not identify which of the components of the treatment are responsible for the impact. This is for example recognized explicitly in the ongoing evaluation of the REA program discussed in Section III, which aims explicitly at distinguishing the effect of a ‘hassle’ due to being summoned to appear from the actual job search assistance provided.

Even when the treatment has only one component, in many cases that component is sufficiently complex that the average treatment effect is not enough – we want to understand the underlying mechanism. The simplest example of this is
labor supply experiments, for which it is often important to distinguish income and substitution effects. It also arises in many of the welfare reform programs, which can create complex changes in intertemporal budget constraints due to time limits or eligibility effects.

**ii. Addressing the issue after the experiment is finished**

Researchers have used a number of strategies to extract from experimental data evidence on the mechanisms underlying the treatment effects identified by the experiment. Learning about such mechanisms, besides being of interest in its own right, is particularly desirable if one wishes to extrapolate to new programs or learn about underlying behavioral parameters.

In the simplest case, it is sometimes possible to use experimental variation to distinguish the relevant mechanisms, with only minimal restrictions derived from theory. This is most feasible when the experiment involves more than two groups. The first large-scale social experiments, the Negative Income Tax studies, were used in this way. The “treatment” here was a tax schedule described by two parameters: The transfer received if earnings were zero and the tax rate applied to any earnings. The main outcome was labor supply, and a key concern of these studies was to distinguish income from substitution effects.

With a single treatment arm and a single control group, this would not be possible: The net effect of the treatment would be identified, but there would be no way of distinguishing substitution from income effects. (One exception would be if the treatment were designed to be a fully compensated change in the marginal tax rate – this would have no income effect, so the treatment effect would equal the
substitution effect. But the NIT treatments were not designed this way.) With multiple treatments that vary both the base transfer and the marginal tax rate, and with an assumption that both income and substitution effects are linear in the relevant tax variable, the two effects can be estimated separately.

To see this, suppose a labor supply function that relates hours of work (H) to the wage rate (w), non-labor income (N), the marginal tax rate (r), and other factors such as preferences for leisure (e):

\[ H = f(w, N, r, e). \]

For simplicity of exposition, we assume a constant marginal tax rate, though this is not crucial (see Hausman 1985). A more restrictive assumption is that the individual labor supply function is linear and additively separable in non-labor income and the net-of-tax hourly wage:

\[ H_i = \gamma_i + w_i (1 - r_i) \delta_i + N_i \eta_i. \]

Now consider a simple experiment that assigns some individuals to a control group where \( r_i \) and \( N_i \) are not manipulated, and others to a treatment group that receives an additional baseline transfer \( D \) and faces an increment to the tax rate \( t \). Then, adopting the earlier potential outcomes framework, each individual has two potential outcomes:

\[ H_{i0} = \gamma_i + w_i (1 - r_i) \delta_i + N_i \eta_i \text{ and} \]

\[ H_{i1} = \gamma_i + w_i (1 - r_i - t) \delta_i + (N_i + D) \eta_i. \]

With random assignment, the difference in mean labor supply between treatment and control groups equals

\[ E[H_i | D_i = 1] - E[H_i | D_i = 0] = -t E[w_i \delta_i] + D E[\eta_i]. \]
The first term here represents substitution effects, while the second represents income effects. But the simple experiment identifies only the combination of them.

Fortunately, the NIT studies involved multiple treatment arms, with various combinations of transfers and tax rates. Consider a simple extension of the above structure, with two treatment groups 1 and 2 and associated parameters \{D_1, t_1\} and \{D_2, t_2\}. Now each individual has three potential outcomes associated with assignment to the control group and each of the treatment groups, \(H_0\), \(H_1\), and \(H_2\). Two distinct treatment-control contrasts can be computed:

\[
E[H_1 \mid D_i = 1] - E[H_1 \mid D_i = 0] = -t_1 \cdot E[w_i \delta_i] + D_1 \cdot E[\eta_i] \quad \text{and} \quad \\
E[H_1 \mid D_i = 2] - E[H_1 \mid D_i = 0] = -t_2 \cdot E[w_i \delta_i] + D_2 \cdot E[\eta_i].
\]

This is a system of two linear equations and two unknowns. So long as the system has full rank – here, as long as \((D_1/D_2 \neq t_1 / t_2)\) – it can be solved for the mean income elasticity of labor supply, \(E[\eta_i]\), and for \(E[w_i \delta_i]\). The latter can be divided by the mean wage rate, \(E[w_i]\), to obtain a wage-rate-weighted mean substitution elasticity. (With a large enough sample, the mean substitution elasticity, \(E[\delta_i]\), could be identified by stratifying the treatment-control comparison by the wage rate.)

A number of studies used the NIT experiment data to estimate the parameters of the labor supply function in basically this way, accounting for additional complications that we neglect here (e.g., participation decisions, non-linear tax schedules, etc.) and often using more complex labor supply functions. See, e.g., Moffitt (1979). But this was by no means universal: In the late 1970s, the experimental paradigm was not as well developed, and many of the studies that
used the experimental data did not rely solely on the randomly assigned components of non-labor income and tax rates for identification (e.g., Keeley et al., 1978).

In the above simple model the mean income and labor supply elasticities are just identified with two treatment arms. With more than two arms – the Seattle/Denver experiment alone had 11 – the model is over-identified. This opens the possibility of performing over-identification tests of the restrictions imposed when specifying the labor supply function. Ashenfelter and Plant (1990) estimate separate treatment effects of each treatment arm, but we are not aware of studies that investigate formally whether the pattern of effects is consistent with a posited labor supply function.

Even absent multiple treatment arms, sometimes statistical or theoretical models and assumptions can enable researchers to learn about mechanisms that generate a program effect. For example, Card and Hyslop (2005) [henceforth CH] analyze the data from the Canadian Self Sufficiency Program (SSP) RCT. SSP, a welfare-to-work program, combined a strong, temporary work incentive for participating workers with a fixed initial time period during which welfare recipients had to establish eligibility in the program by working full time. As a result of this two-tiered structure, it is difficult to assess the various components of the program from the RCT alone. This makes it difficult to compare the effects of SSP with other welfare-to-work programs, to assess how SSP worked, and to draw lessons for similar programs. To separately estimate the effects of the different SSP components, CH use a parametric statistical model to separately identify the effect
of the different incentives inherent in the SSP program. In contrast to static evaluations of welfare-to-work programs, CH thereby focus on the dynamic labor supply incentives inherent in the program.

Assessing the dynamic effects of the work subsidy for eligible workers separately from the entitlement effect based on the RCT alone is difficult for several reasons. One cannot directly analyze the effect of the subsidy (which in the following we will refer to as the SSP program) for those who became eligible because of selection in the eligibility decision. One can, however, model eligibility as a type of imperfect compliance, permitting the estimation of the LATE of SSP on total employment or on the fraction employed at any given point in time. However, when one turns to dynamic analyses, potential differential changes in the nature of selection in the treatment and control groups make it impossible to estimate the dynamic responses of hazard rates or wages just based on the RTC.\textsuperscript{37} In addition, as in other welfare evaluations, endogenous employment decisions make an analysis of wage outcomes problematic. Another issue is that in the short run the strong work incentive arising from the option value in the eligibility period is potentially confounded with the effect of the subsidy.

To address these difficulties, CH proceed by developing a logistic model with random effects and heterogeneity to estimate a benchmark for welfare transitions in the absence of SSP (i.e., for the control group). This model is then combined with

\textsuperscript{37} CH use a standard search theory to model the incentives of SSP, and capture the effect of eligibility and the SSP subsidy on labor supply incentives via their effects on the reservation wage. The search model clarifies that in the presence of heterogeneity, the pool of workers employed at any given point in time may be selected, whether or not there also is sample selection arising from employment decisions (e.g., Ham and Lalonde 1996).
parametric specifications of the treatment effects over different ranges of the program spell, as implied by incentives inherent in SSP. This step includes modeling the participation decision, as well as welfare transitions as function of the SSP subsidy and current and lagged welfare status. A key assumption thereby is that the chosen controls for heterogeneity and the functional form restrictions are sufficient to control for the selection bias introduce by the eligibility window and the dynamic nature of the problem. CH experiment with different specifications of heterogeneity, and provide ample discussion of the goodness of fit of the model. As a result of this exercise, they are able to obtain separate effects of eligibility and SSP. This allows them to simulate the effects of different components of the program and counterfactual policy changes relating to the time path of the subsidy.

The approach and finding in CH suggest that one may not need a structural model to separately identify multiple treatment effects, the dynamic effects of a program, or to simulate the effect of alternative policies. However, an assumption on functional form is required, whose validity can be assessed, as well as harder-to-assess assumptions on the form of underlying heterogeneity.

To estimate mechanisms underlying the effect of experimental or policy variation, other papers have used insights from theory to aid identification without estimating a structural model. For example, Schmieder, von Wachter, and Bender (forthcoming) use insights from the standard search model to estimate the effect of unemployment duration on wages. A recurring question in the analysis and evaluation of welfare and unemployment programs has been the effect of employment and unemployment on productivity and wages. If wages rise with
employment duration, welfare-to-work programs can lead to sustained labor force participation. In contrast, if longer nonemployment duration reduces wages, and hence the disincentive to work, more generous benefits can lead to a welfare trap.

Card and Hyslop (2005) find that increased employment in the course of the Canadian Self-Sufficiency Program did little to increase wages. In contrast, Grogger (2009) finds positive wage impacts of employment in the context of a randomized evaluation of Florida’s welfare-to-work program.

Few papers have directly analyzed the effect of unemployment duration on wages.\(^{38}\) The question is difficult for at least two reasons. First, as in the case of Card and Hyslop (2005), even with exogenous variation in incentives at the group level, the type of worker employed at any given point in the unemployment spell may differ in the treatment and control groups.\(^{39}\) In other words, it is difficult to find a valid instrument for the duration of unemployment. A second complication arises because even if such variation was available, a change in wages might arise either because of a change in wage offers or due to a change in reservation wages.

To address these difficulties, Schmieder, von Wachter, and Bender (forthcoming) use the fact that the canonical search model has the strong prediction that forward-looking individuals valuing future unemployment insurance benefits will respond to a benefit extension by raising their reservation wage well before benefit exhaustion. Unless reservation wages do not bind, this implies that in

\(^{38}\) An exception is Addison and Blackburn (2000), who discuss some of the arising issues. A larger number of papers has addressed the question of duration dependence in unemployment spell, see Kroft, Lange, and Notowidigdo (2013) and references therein.

\(^{39}\) This bias arises even in the absence of differences in participation.
response to extensions in UI durations one should see a rise in observed reemployment wages throughout the spell. Hence, if one finds reemployment wages at different points of the unemployment spells are identical, this implies reservation wages likely had little effect on observed wages. In that case, the effect of an increase in UI durations on wages can only arise from an effect of the rise in nonemployment durations on offered wages. Hence, an exogenous increase in UI durations can be used as an instrument to estimate the effect of nonemployment duration on wages.  

Schmieder et al. (forthcoming) study this problem in the context of discontinuous variations in unemployment insurance duration in Germany by exact age. While the maximum duration of UI benefits is exogenous, because of selection, the research design does not allow them to estimate the effect of the program on wages or hazard rates at different duration of unemployment. Yet, they show that even in the presence of selection one can estimate an upper bound for the mean upward shift in the wage distribution. The reduced form effects of the UI extensions Schmieder et al. (forthcoming) are positive for average nonemployment durations and negative for average reemployment wages. They also find that reemployment wages are decreasing over the nonemployment spell, and that the path of reemployment wages is essentially unaffected by UI extensions. Hence, they conclude that the main mechanism leading to longer nonemployment durations is a

\[ \text{--------------------------} \]

40 The authors argue that their test excludes any affect of the worker's outside option on wages, and hence the findings are not specific to the particular model.
41 It is well understood that the OLS relationship between wages and unemployment duration conflates declines in wage offers, declines in wage offers and potential selection throughout the spell.
decline in search intensity, not a rise in reservation wages. As a consequence, the negative wage effect of nonemployment durations can be attributed to increases in nonemployment durations. The resulting instrumental variable estimates suggest a significantly negative effect of unemployment duration on wages.

The incentives in the UI system are inherently dynamic, and the typical approach is to model the dynamic responses in terms of changes in search intensity and reservation wages. Hence, understanding the determinants of these changes is important for designing optimal UI policies. However, the presence of selection over the unemployment spell makes inference difficult even in presence of experimental variation. Incorporation theoretical insights from search theory directly into the estimation process can be helpful in this setting. To study the determinants of search choices, Della Vigna, Lindner, Reizer, and Schmieder (2014) depart from the observation that observed exit hazards from unemployment typically decline at the beginning of a spell, not rise as the standard model would predict. While selection could explain this pattern, they show that a model based on reference-dependence in preference can explain it without resort to an ad hoc specification of heterogeneity. Moreover, their extended model has added testable implications. Among others, in contrast to the standard model, reference-dependence can predict a spike in exit hazards at UI exhaustion.

---

42 Several papers show that reservation wages do not appear to respond to the duration of the unemployment spell or to UI duration. Feldstein and Poterba (1984) find that reservation wages are roughly equal to the pre-displacement wage and constant over time. This is confirmed by Krueger and Mueller (2014) who also show that reservation wages do not decline at UI exhaustion.

43 Schmieder et al. (forthcoming) show that the estimate is the local average treatment effect for those workers whose search intensity is affected by the UI duration; given nonemployment durations are affected throughout the spell, the average is taken over both nonemployment durations and individual heterogeneity in skill depreciation rates.
Della Vigna et al. (2014) examine these implications in the context of a UI reform in Hungary, which changed the time path of UI benefits, while leaving the benefits in the final tier unchanged. Based on a standard program evaluation, they find their results match the qualitative implications of the reference-dependence model quite closely. In particular, they find evidence of both a rise in the hazard in anticipation of benefit reduction, a spike, and then persistence and signs of habituation after a benefit change. The difficulty with assessing the qualitative prediction alone is that it is unclear whether a reasonable parameterization of heterogeneity in the standard model could explain the model as well; moreover, it is important to directly assess the goodness of fit of the new model, and estimate the magnitude of the reference dependence. Hence, they proceed to structurally estimate parameterized versions of the standard and augmented search models using minimum distance. As in Card and Hyslop (2005), they fit the model on both the monthly exit hazards before and after the benefit reform, varying the UI parameters in the model accordingly.

Using this approach, not surprisingly, they find that introducing reference dependence allows the model to better fit the pattern observed in the data than the standard model, even when heterogeneity is allowed for. The estimation confirms a substantial degree of reference dependence. In principle, the resulting estimates could be used for policy simulations. A potential drawback is that the nature of the data does not allow them to incorporate other forms of heterogeneity that have been shown to affect search behavior, and that may interact with or appear like
reference dependence, such as gradual adjustments in spousal income and labor supply, presence of wealth, or savings decisions.

While the potential importance of non-standard components of the utility functions, such as stigma or the utility cost of lying about earnings, have long been incorporated of theoretical or structural models of labor supply and welfare participation, only recently have papers begun to directly estimate such features. Babcock, Congdon, Katz, and Mullainathan (2012) give an overview of the potential importance of behavioral assumption for the evaluation of public programs. Besides Della Vigna et al. (2014), a growing number of papers assesses non-standard or “behavioral” hypotheses in the context of randomized trials or program evaluation. For example, Lemieux and MacLeod (2000) assess a related form of habituation in the aftermath of dramatic extensions of the Canadian unemployment insurance system. They claim that when a UI system becomes more generous, the effect on the population accrues gradually, as an increasing number of individuals are exposed to and learn about the new system and social norms change. Their findings are broadly consistent with the view that stigma for being on welfare or UI may decline with increasing exposure to the system. Dahl, Kostol, and Mogstad (2014) find that random parental exposure to disability insurance in Norway raises the children’s propensity to be on disability insurance as well. While this effect is again consistent with stigma being endogenous, it could partly be explained by learning about the availability and accessibility of the program. Other behavioral aspects are likely to affect labor supply or human capital investment decisions as well. For example, non-standard discounting has been shown to affect job search (Della Vigna and
Paserman 2005) and high school drop out behavior (Oreopoulos 2007). More recently, Chan (2014) examines the role of time-inconsistency in the context of the randomized evaluation of Florida Transition Program.

Most approaches mentioned so far involve inherent uncertainty arising by the modeling assumptions. An approach that incorporates some of that uncertainty is to assessing the role of mechanisms or the effect of multiple treatments is to provide bounds for the various effects. For example, Schmieder et al. (forthcoming) use their model and their empirical estimates of the shift in the reemployment wage path to provide an upper bound of the potentially confounding effect of reservation wage changes. Card and Hyslop (2005) and Della Vigna et al. (2014) provide sensitivity analysis, but stop short of deriving bounds. Kline and Tartari (forthcoming), already mentioned in Section 5.a, assess what can be learned without any functional for assumptions in the context of the randomized evaluation of Connecticut’s welfare-to-work program, Jobs First. A difficulty with the studies we discussed so far is that the focus on identification and the use of experimental variation has kept the models relatively simple. Hence, their potential use for counterfactual policy simulations is limited. Another approach is to try to use the experimental variation to help identify a richer structural model, as further discussed below.

A closely related topic to the question of mechanisms is the extrapolation of experimental evidence to consider the impacts of new policies, not included in the original evaluation. The value of such extrapolations has long been one of the primary arguments in favor of structural modeling (and against reliance on purely
experimental evidence), but some scholars have found out ways to synthesize the approaches. The main challenge here is to bridge between the relatively few parameters that are cleanly identified by an experiment and the larger set of parameters that are needed to characterize most structural models.

One way to do this is to start with a simple characterization of structural behavior that is simple enough to be captured within the experimental evidence. For example, if one assumes that the labor supply function is characterized by constant income and (compensated) substitution elasticities, then the estimates of these parameters that are identified by the NIT experiments are sufficient to identify the effects of alternative NIT parameters that were not included in the experimental treatments. This sort of exercise is on more solid ground when trying to interpolate to values within the range of tax parameters included in the experiment than when these parameters need to be extrapolated outside of that range, of course.

A more recent, closely related approach is known as the “sufficient statistics” approach (Chetty 2009). Here, the goal is to characterize optimal policy. Starting with a fully characterized (but usually not overly complex) structural model, it is often possible to derive expressions for social welfare, or for the optimal policy, that depend only on a small number of reduced-form parameters. For example, the Baily-Chetty (Baily 1978, Chetty 2006) formula for optimal unemployment insurance benefits expresses the optimal benefit level in terms of the elasticity of unemployment duration with respect to UI benefits, and the income and substitution effects on the exit hazard from unemployment. If one had experimental
evidence regarding these effects, one could use the formula to derive the optimal policy (e.g., Chetty 2008, Card, Chetty, and Weber 2007).

Of course, any sufficient statistics approach is dependent upon the validity of the underlying structural model – there is no assurance that the true structural model generates the same sufficient statistics as does the one posited by the researcher. Sufficient statistics may be robust to some violations of the model, so long as they don’t change the sufficient statistics. For example, Chetty (2009) gives the example of heterogeneity in treatment effects, where the optimal policy depends only on the mean effect. Yet, it can be hard to know which assumptions in the structural model matter. At a practical level, the optimal policy conclusions may involve extrapolating very far from the range of policy variation included in the experiment, which means that despite reliance on credibly identified sufficient statistics, one relies crucially on the validity of the theoretical model. In this context, a potential drawback of sufficient statistics is that in contrast to explicitly structural work the empirical fit of the model against the data cannot be assessed.

An alternative approach to obtain a framework for policy extrapolation based on experimental variation is to estimate, or calibrate, a full structural model, using experimental evidence to aid in identifying (some of) the necessary parameters. There are several ways this can be accomplished. First, one can fix individual parameters at the values indicated by experiments, then calibrate or structurally estimate the remainder. This approach is pursued, for example, by Davidson and Woodbury (JPubEc 1997), who use the Illinois reemployment bonus experiment to estimate the parameters of a search cost function, then combine this
function with calibrated values, derived from non-experimental data, for other parameters of their model of optimal UI benefits. Second, one can use experimental data to fit a full structural model, but keep the model sufficiently simple such that the main parameters of the model are identified by the available variation, as in DellaVigna, Lindner, Reizer, and Schmieder (2014) discussed above. A draw back of such an approach is that the range of policies that can be examined is limited. The approach can be extended, of course, to estimate a more complex structural model that either relies on additional statistical and theoretical assumptions, additional non-experimental moments, or both. A related strategy is to rely entirely on non-experimental data to estimate a structural model, but to then use experimental evidence to validate predictions that the model makes for particular reduced-form comparisons (e.g., Todd and Wolpin 2006).

Finally, another approach is to use experimental variation in the incentive to take up a program to effectively estimate a structural model of the compliance rate (e.g., Heckman and Vytlacil 2005). Many economic models of program choice can be expressed as a variation of a classic Roy model (e.g., French and Taber 2011). As described in Section 5.d, Heckman and Vytlacil (2005) show that in case of a multi-valued treatment (instrument), the estimated compliance rate – quasi the fitted values from a first stage regression – can be used to estimate the marginal treatment effect of those individuals induced to participate at each marginal change in compliance. Under suitable assumptions, the resulting relationship between MTE and estimated compliance rate can be used to extrapolate from a given evaluation to any situation where the potential compliance rate can be estimated.
iii. Addressing the issue through the design of the experiment

In some cases, the experimental design can be structured to help uncover the mechanisms underlying the treatment effect of the program. To identify fundamental parameters and mechanisms such an enhanced design would aim to uncover, economic theory may be particularly useful. One approach is to introduce multiple treatment arms to help uncover underlying parameters. The NIT experiments discussed above present a straightforward example of a congenial marriage of classic (static) labor supply theory and the experimental design. As discussed above, as long as both income and substitution effects are linear in the relevant tax measure, multiple treatments manipulating both the base transfer and the marginal tax rate can be used to separately estimate the income and substitution effects. Multiple treatments may not be necessary. For example, in the case of NIT, with appropriate data and assumptions, one could in principle devise experimental manipulation of compensated wage changes to obtain estimates of the compensated substitution effect. Other standard models in labor economics may provide a useful characterization of behavioral mechanism. For example, models of human capital investment have implications for the factors determining take up and success of training or schooling programs that may be useful in structuring the experimental design.

The evaluation of the SSP program discussed above is a good example of an experiment that would have benefited from a second treatment arm. Such a treatment would have randomly varied the incentive to become eligible for the (randomly assigned) work subsidy in the main phase of the program. Decisions and
programs involving inter-temporal tradeoffs may be an area in which more complex experiments can be particularly insightful. For example, typical UI systems involve expiring benefits, or JSA programs involve sanctions; the timing of benefit exhaustion, reemployment bonuses, or sanctions has been shown to have important empirical effects on reemployment rates (e.g., Meyer 1995, Black, Smith, Berger, and Noel 2003, Schmieder, von Wachter, and Bender 2012). Hence, experiments that try and get at the underlying behavioral mechanisms may provide important insights into how these programs affect labor supply choices. Knowledge of such mechanism is also a crucial input in optimizing the delivery of insurance or assistance in the labor market. For example, this could involve a reemployment bonus that declines over time, or one that is available only to those who survive to a specified point. By randomly varying the amount, slope, or intervals, one may gain insights into the nature of inter-temporal decision making relevant for these programs. Inter-temporal choice is also an area where theory is likely to be helpful to provide identifying structure. For example, if the goal would be to learn about potential behavioral biases, a model of the effect of particular biases can yield insightful predictions for job search behavior (e.g., Della Vigna, Lindner, Reizer and Schmieder 2014).

As already mentioned in the discussion of heterogeneous treatment effects, another area where theory is likely to be useful is to understand the determination of compliance rates. As discussed above, the main idea is to experimentally manipulate the incentive to participate and use the variation to trace out the marginal treatment effect (MTE) curve. Theoretical considerations can tell us how
to realistically vary the cost of compliance and hence be able to estimate the full range of treatment effects.

The usefulness of theory in informing experimental designs hinges, of course, on the model being correct. To mitigate the reliance on particular assumptions (e.g., on functional forms) in principle one could use revealed preference arguments to generate robust predictions from theory that are then used in design of an experiment. E.g., one could use results obtained by Pinto (2015) or Kline and Tartari (forthcoming) and devise multiple treatment arms to test the implied restrictions. However, a model may not be necessary to enrich the experimental design to study underlying channels. The SSP example shows that a basic understanding of the incentives and the nature program can be sufficient to design an RCT that uncovers the potentially complex mechanisms underlying the simple SSP evaluation.

V. Conclusion

Because they allow researchers to control assignment into treatment, randomized controlled trials are the Gold Standard for program evaluation. But while random assignment solves the selection problem, there are a broad range of additional relevant design issues that routinely arise in the analysis of central economic questions that are not solved by random assignment on its own. In this chapter, we have discussed six such design issues in depth, including (1) spillover effects and interactions between individuals, leading to a failure of SUTVA; (2) impacts on outcomes that are only observed conditional on individual choices and hence are endogenous, such as wages, hours worked, or participation in a follow-up
survey; (3) heterogeneity in treatment effects between experimental sites and observed population groups, or (4) imperfect compliance and heterogeneity in unobserved characteristics, both of which can make it hard to interpret treatment effects and extrapolate to other programs; (5) hidden treatment effects arising because controls also receive versions of the treatment; and (6) the understanding of the mechanisms behind the treatment effect, in particular in the presence of multiple treatment.

We discuss these design issues and solutions in the context of social experiments in the labor market, which have been the main laboratory of large-scale experiments in the United States, and have provided most of what we know about the functioning of the main labor market programs. Of course, the labor economics literature has been well aware about the limitations of experiments in general and some of these design issues in particular. We have reviewed approaches that can be used to address the design issues in the context of randomized experiments. This includes approaches that can be applied once randomization is completed, and ways to modify the experiments itself to address the concerns we identify.

While we discuss design issues in the context of experiments in the labor market, these issues can arise in all areas that have seen active experimental activities, including field experiments discussed elsewhere in this volume. Hence the solutions we identify can be applied to a broad range of questions and should be useful for a wide range of researchers interested in harnessing the power randomized controlled trials.

We close with a brief discussion of recent trends in labor market social
experiments, several of which highlight the need to pay more attention to the potential design issues in experimental evaluations that we discuss. One overarching trend, cutting across several areas of research, is that academic economists have become more involved with the implementation of experiments. In labor economics, for example, this has meant a shift away from randomized controlled trials implemented by large, specialized policy consulting firms (e.g., Mathematica or Abt Associates). For example, several experiments have evaluated take up actual government programs within the context of services provided by H&R Block (e.g., Bettinger, Long, Oreopoulos, and Sanbonmatsu 2012). Another example is the increasing number of randomized trials evaluating the role of economic incentives for teachers (e.g., Fryer, Levitt, List, and Sadoff 2012; Fryer forthcoming; Springer et al. 2010). Similarly, experiments taking place within private businesses have been quite successful. (e.g., Bandiera, Barankay, and Rasul 2009).

The greater involvement of academic economists harbors both upside potential, if researchers implement state-of-the-art techniques to address additional design issues, and challenges, as there is a broad range of issues that must be considered and monitored when implementing an experimental evaluation of an existing program or a new, complex treatment in a real-world setting. We hope the discussion of the design issues in this chapter, as well as our summary of the practical aspects of implementing social experiments, will provide a useful guide for those interested in implementing such social experiments.

A second, related trend has been a movement toward evaluating topics in
personnel economics (e.g., the response of teachers to incentive pay programs) as distinct from government social programs. These are often conducted within particular firms, and implicate a number of the design issues we discuss, most notably issues of site effects and heterogeneity.

A third important trend has been the use of the actual online labor market, what effectively amounts to field experiments in the taxonomy we set out at the outset (e.g., Pallais 2014). The Internet may well provide a useful resource for future social experiments as well. A key advantage may be that researchers maybe be able to better control the environment, perhaps allowing them to implement more complex study designs that address some of the issues we pose.
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<table>
<thead>
<tr>
<th>Target Population</th>
<th>Primary Intervention</th>
<th>Secondary Intervention</th>
<th>Experiment Title</th>
<th>Start Date</th>
<th>Cost (Current $)</th>
<th>Sample Size</th>
<th>Treatment</th>
<th>Funding Source</th>
<th>Outcomes of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Total family income not exceeding 150 percent of the poverty level</td>
<td>Negative income tax</td>
<td></td>
<td>New Jersey Income Maintenance Experiment</td>
<td>1968</td>
<td>$ 7,800,000</td>
<td>725 - Treatment 632 - Control 1,357 - Total</td>
<td>Eight combinations of income guarantees and tax rates on other income.</td>
<td>OEO</td>
<td>(1) Reduction in work effort and (2) Lifestyle changes</td>
</tr>
<tr>
<td>(2) Rural, low-income families</td>
<td>Negative income tax</td>
<td></td>
<td>Rural Income Maintenance Experiment</td>
<td>1970</td>
<td>$ 6,100,000</td>
<td>269 - Treatment 318 - Controls 587 - Total</td>
<td>Five negative income tax plans.</td>
<td>The Ford Fdn., OEO Office of Economic Opportunity</td>
<td>(1) Work behavior; (2) Health, school, and other effects on poor children; and (3) Savings and consumption behavior</td>
</tr>
<tr>
<td>Family earning less than $11,000 in 1971 dollars</td>
<td>Negative income tax</td>
<td>Vocational training</td>
<td>Seattle-Denver Income Maintenance Experiment</td>
<td>1970</td>
<td>$ 77,500,000</td>
<td>1,801-Treatment 1 946-Treatment 2 1,012-Treatment 3 1,041-Control</td>
<td>Two types of treatment: a negative income tax plan and a subsidy to vocational training.</td>
<td>HEW, HHS</td>
<td>(1) Effects on labor supply; (2) Martial stability; and (3) Other lifestyle changes</td>
</tr>
<tr>
<td>Black families with at least one child under the age of 18</td>
<td>Negative income tax</td>
<td></td>
<td>Gary Income Maintenance Experiment</td>
<td>1971</td>
<td>$ 20,300,000</td>
<td>1,028 - Treatment 771 - Control 1,799 - Total</td>
<td>Four combinations of guarantee and tax.</td>
<td>HEW</td>
<td>(1) Employment; (2) Schooling; (3) Infant mortality and morbidity; (4) Educational achievement; and (5) Housing consumption</td>
</tr>
<tr>
<td>One- and two-parent families receiving AFDC</td>
<td>Earned income disregard</td>
<td></td>
<td>California Work Pays Demonstration Program (CWPDP)</td>
<td>1993</td>
<td>$ 4,500,000</td>
<td>6,278 -Treatment 1 3,471 -Treatment 2 3,276 - Control 1 1,693 - Control 2 14,720 - Total</td>
<td>The treatment involved changing two provisions of the AFDC program. The &quot;$30 and one-third&quot; provision applied to all AFDC families and allowed welfare recipients to keep the first $30 and one-third of the remaining wages before welfare grant determinations were made. However, it expired after the recipient had been in the program for four months, and thereafter dollar-for-dollar reductions in grant occurred for every dollar of earnings. Under the 100-hour rule, which applied only to two-parent families, the total work hours per month for the primary wage earner could not exceed 100 hours without loss of eligibility. Experimentals received a waiver of the time limit on the $30 and one-third income disregard, and a waiver of the 100-hour rule. However, the cash grants of experimentals were reduced by 8.5 percent. Controls were subject to the general AFDC rules, with expiring disregards, ineligibility after 100 hours, and higher benefits.</td>
<td>CA Dept of Social Services</td>
<td>(1) Employment; (2) Earnings; and (3) Welfare receipt</td>
</tr>
<tr>
<td>Program</td>
<td>Year</td>
<td>Funding</td>
<td>Participants</td>
<td>Description</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>------</td>
<td>---------</td>
<td>--------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Florida Family Transition Program (FTP)</td>
<td>1994</td>
<td>$11,200,000</td>
<td>1,400 - Treatment</td>
<td>Limited welfare benefits unless &quot;job-ready&quot;, enhanced earnings disregard, and intensive case management. FL Dept of Children and Families. US Department of Health and Human Services. (1) Earnings; (2) Welfare benefit receipts; and (3) Outcomes or children.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minnesota Family Investment Program (MFIP)</td>
<td>1994</td>
<td>$5,090,300</td>
<td>5,634 - Treatment 1</td>
<td>MFIP provided a 20 percent grant increase when recipients became employed, increased the level of income that would be disregarded in grant calculation, and paid the child care subsidy directly to caregiver. Two-parent families were not subject to work history requirements or to the 100-hour rule. Both single-parent and two-parent families assigned to MFIP were subject to mandatory participation in employment services. Rules and procedures were simplified by combining Food Stamps, AFDC, and Minnesota’s Family General Assistance (FGA) to form a single cash benefit program. Subjects assigned to the MFIP incentives-only group received identical benefits as MFIP, but were not required to participate in training services. Two other groups. MN Dept of Human Services; Ford Fdn.; HHS; US Department of Agriculture; Charles Stewart Mott Fdn.; Annie E Casey Fdn.; McKnight Fdn.; Northwest Area Fdn. (1) Employment; (2) Earnings; (3) Welfare receipt; (4) Total family income; and (5) Other measures of child and family well-being.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Connecticut Jobs First</td>
<td>1996</td>
<td>$5,400,000</td>
<td>2138 - Treatment 1</td>
<td>Earnings disregarded below the federal poverty level and required to participate in Job Search Skills Training. CT Dept of Social Services. (1) Employment; (2) Earnings; (3) Benefit receipt; and (4) Other measures of child well-being.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illinois Unemployment Insurance Incentive Experiment</td>
<td>1984</td>
<td>$800,000</td>
<td>4,186 - Treatment (claimants)</td>
<td>Unemployed were offered a $500 bonus if they found a job within 11 weeks and held it for 4 months. IL Dept of Employment Security; WE Upjohn Institute for Employment Research. (1) Reductions in unemployment spells and (2) Net program savings.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pennsylvania Reemployment Bonus Demonstration</td>
<td>1988</td>
<td>$990,000</td>
<td>14,086 - Treatment 1</td>
<td>Five combinations of bonus amount and qualification period. DOL. (1) UI receipt; (2) Employment; and (3) Earnings.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washington State Reemployment Bonus Experiment</td>
<td>1988</td>
<td>$450,000</td>
<td>12,451 - Treatment 1</td>
<td>6 variations of reemployment bonus amount and qualification periods. Alfred P Sloan Fdn. US DOL, ETA. (1) Weeks of insured unemployment and (2) UI receipt.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target Population</th>
<th>Primary Intervention</th>
<th>Secondary Intervention</th>
<th>Experiment Title</th>
<th>Start Date</th>
<th>Cost (current $)</th>
<th>Sample Size</th>
<th>Treatment</th>
<th>Funding Source</th>
<th>Outcomes of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFDC recipients, ex-offenders, substance abusers, and high school dropouts</td>
<td>Work experience</td>
<td></td>
<td>National Supported Work Demonstration (NSWD)</td>
<td>1975</td>
<td>$82,400,000</td>
<td>3,214 - Treatment, 3,402 - Control, 6,616 - Total</td>
<td>Employment in a structured work experience program involving peer group support, a graduated increase in work standards, and close sympathetic supervision, for 12 to 18 months.</td>
<td>DOL, ETA; DOJ; Law Enforcement Assistance Administration; HHS; National Institute on Drug Abuse; HUD; US Department of Commerce; Ford Fdn.</td>
<td>(1) Increases in post-treatment earnings; (2) Reductions in criminal activity; (3) Reductions in transfers payments; and (4) Reductions in drug abuse</td>
</tr>
<tr>
<td>AFDC recipients</td>
<td>Work experience</td>
<td></td>
<td>AFDC Homemaker—Home Health Aide Demonstrations</td>
<td>1983</td>
<td>$8,000,000</td>
<td>4,750 - Treatment, 4,750 - Control, 9,500 - Total</td>
<td>Experimental AFDC subjects (trainees) received a four- to eight-week training course to become a homemaker-home health aide, followed by a year of subsidized employment. Control subjects did not receive this training, nor did they receive subsidized employment.</td>
<td>Health Care Financing Administration</td>
<td>(1) Employment; (2) Earnings; and (3) AFDC and food stamp payments and receipt</td>
</tr>
<tr>
<td>Eligible Job Training Partnership Act Title II adults and out-of-school youth</td>
<td>Vocational training General education Work experience On-the-job-training Individual job search assistance</td>
<td></td>
<td>National Job Training Partnership Act (JTPA) Study</td>
<td>1987</td>
<td>$23,000,000</td>
<td>20,602</td>
<td>Classroom training, on-the-job training, job search assistance, basic education, and work experience.</td>
<td>DOL</td>
<td>(1) Earnings; (2) Employment; (3) Welfare receipt; and (4) Attainment of educational credentials and occupational competencies</td>
</tr>
<tr>
<td>AFDC recipients</td>
<td>Vocational training General education Work experience Individual job search assistance</td>
<td></td>
<td>Greater Avenues for Independence (GAIN)</td>
<td>1988</td>
<td>24,528-Treatment, 8,223 - Control, 32751 - Total</td>
<td>24,528 - Treatment, 8,223 - Control, 32751 - Total</td>
<td>basic education, job search activities, assessments, skills training, and work experience.</td>
<td>California Department of Social Services (CDSS)</td>
<td>(1) Participation in employment-related activities; (2) Earnings; (3) Welfare receipt; and (4) Employment</td>
</tr>
<tr>
<td>All recipients of ADC (Ohio's AFDC program)</td>
<td>Work experience General education Individual job search assistance</td>
<td></td>
<td>JOBS</td>
<td>1989</td>
<td>$3,000,000</td>
<td>24,120 - Treatment, 4,371 - Control</td>
<td>Mandatory employment and training services, which included basic and post-secondary education, community work experience, and job search assistance.</td>
<td>OH Dept of Human Services</td>
<td>(1) Employment; (2) Earnings; and (3) Welfare receipt</td>
</tr>
<tr>
<td>Low-income, disadvantaged workers and job seekers</td>
<td>Vocational training Individual job search assistance</td>
<td></td>
<td>Sectoral Employment Impact Study</td>
<td>2003</td>
<td>1,286 - Total</td>
<td>1,286 - Total</td>
<td>Industry-specific training programs that prepared unemployed and underskilled workers for skilled positions and connect them with employers seeking to fill such vacancies. Sectoral programs employ various approaches depending on the organization leading the effort and local employers’ needs.</td>
<td>Charles Stewart Mott Fdn.</td>
<td>(1) Earnings; (2) Employment; and (3) Quality of jobs</td>
</tr>
<tr>
<td>(7) <strong>low-wage workers</strong></td>
<td>Vocational training</td>
<td>On-the-job training</td>
<td>Work Advancement and Support Center (WASC) Demonstration</td>
<td>2005</td>
<td>1,176 - Dayton</td>
<td>971 - San Diego</td>
<td>705 - Bridgeport</td>
<td>2,852 - Total</td>
<td>The program offered participating workers intensive employment retention and advancement services, including career coaching and access to skills training. It also offered them easier access to work supports, in an effort to increase their incomes in the short run and help stabilize their employment. Finally, both services were offered in one location — in existing One-Stop Career Centers created by the Workforce Investment Act (WIA) of 1998 — and by co-located teams of workforce and welfare staff.</td>
</tr>
<tr>
<td>(8) <strong>school dropouts aged 17-21 years</strong></td>
<td>General education</td>
<td>Vocational training</td>
<td>Individual job search assistance</td>
<td>JOBSTART</td>
<td>1985</td>
<td>$ 6,200,000</td>
<td>1,163 - Treatment</td>
<td>1,149 - Control</td>
<td>2,312 - Total</td>
</tr>
<tr>
<td>(9) <strong>16-24 year olds</strong></td>
<td>General education</td>
<td>Vocational training</td>
<td>Health care services</td>
<td>Housing services</td>
<td>National Job Corps Study</td>
<td>1994</td>
<td>$21,587,202</td>
<td>9,409 - Treatment</td>
<td>5,977 - Control</td>
</tr>
</tbody>
</table>

**Abbreviations:** DOJ = US Department of Justice; HHS = US Department of Health and Human Services; HUD = US Department of Housing and Urban Development; DOL = US Department of Labor; ETA = Employment and Training Administration; Fdn. = Foundation.

### Table 3: Details on Selected Randomized Controlled Trials of Job Search Assistance Programs for Low-Income Individuals and Unemployed Workers in the United States

<table>
<thead>
<tr>
<th>Target Population</th>
<th>Primary Intervention</th>
<th>Secondary Interventions</th>
<th>Experiment Title</th>
<th>Start Date</th>
<th>Cost (contemporaneous $)</th>
<th>Sample Size</th>
<th>Treatment</th>
<th>Funding Source</th>
<th>Outcomes of Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-parent heads of household who were required to participate in the program (recipients of AFDC)</td>
<td>Job Club</td>
<td>General education Vocational training</td>
<td>Project Independence--Florida</td>
<td>1990</td>
<td>$ 3,600,000</td>
<td>13,513 - Treatment 4,274 - Control 17,787 - Total</td>
<td>The experimental group was eligible to receive Project Independence services and was subject to a participation mandate. Services included independent job search, job club, assessment, basic education, and training. The control group was not eligible for these services and was not subject to a participation mandate.</td>
<td>Florida Department of Health and Rehabilitative Services US Department of Health and Human Services</td>
<td>(1) Employment; (2) Earnings; (3) AFDC receipt</td>
</tr>
<tr>
<td>Single-parent welfare recipients</td>
<td>Job Club</td>
<td>General education Vocational training</td>
<td>National Evaluation of Welfare-to-Work Strategies (NEWWS)</td>
<td>1991</td>
<td>$ 31,700,000</td>
<td>44,569 - Total</td>
<td>Eleven programs, broadly defined as either employment-focused or education-focused, were tested in seven sites across the US.</td>
<td>Indiana Family and Social Services Administration US Department of Health and Human Services</td>
<td>(1) Employment; (2) Earnings; (3) Welfare receipt; (4) Cost-effectiveness; and (5) Child well-being</td>
</tr>
<tr>
<td>Families on welfare</td>
<td>Individual job search assistance</td>
<td>Earned income disregard Work experience</td>
<td>Indiana Welfare Reform Evaluation</td>
<td>1995</td>
<td>$ 23,200,000</td>
<td>63,223 - Treatment 1 3,863 - Treatment 2 3,217 - Control 1 1,091 - Control 2 71,394 - Total</td>
<td>Experimental groups were subject to new welfare program policies: assisted job search, broader mandatory work participation, earned income disregard, time limits for case assistance, a revised system of child care provision, family benefit cap, and parental responsibility (such as immunizing children). Controls continued under the traditional AFDC policies. Members of the treatment group were enrolled in Jobs-First GAIN. These subjects were required to participate in at least one of the job search activities, including job clubs and other informational services and job search training sessions. Experiments were also exposed to Jobs-First GAIN's intensive work-first message. Sanctions were imposed, usually in the form of partial reductions in welfare benefits, for failure to participate. Controls were not exposed to any of Jobs-First GAIN's services, the intensive work-first message, or sanctions. Controls could still receive assistance from other agencies and were subject to existing welfare rules.</td>
<td>Indiana Family and Social Services Administration US Department of Health and Human Services</td>
<td>(1) Employment; (2) Earnings; (3) Welfare receipt; (4) Income; (5) Health insurance; and (6) Parental responsibility</td>
</tr>
<tr>
<td>Single-parent (AFDC-FL) and two-parent (AFDC-U) welfare families in Los Angeles County</td>
<td>Job Club</td>
<td>Individual job search assistance Job search workshop</td>
<td>L.A Jobs-First GAIN Evaluation</td>
<td>1995</td>
<td>$ 29,900,000</td>
<td>11,521 - Treatment 1 4,039 - Treatment 2 4,162 - Control 1 1,009 - Control 2 20,731 - Total</td>
<td>Members of the treatment group were enrolled in Jobs-First GAIN. These subjects were required to participate in at least one of the job search activities, including job clubs and other informational services and job search training sessions. Experiments were also exposed to Jobs-First GAIN's intensive work-first message. Sanctions were imposed, usually in the form of partial reductions in welfare benefits, for failure to participate. Controls were not exposed to any of Jobs-First GAIN's services, the intensive work-first message, or sanctions. Controls could still receive assistance from other agencies and were subject to existing welfare rules.</td>
<td>Los Angeles Department of Public Social Services US Department of Health and Human Services Ford Fdn.</td>
<td>(1) Employment; (2) Earnings; (3) Welfare benefits; (4) Outcomes for children; and (5) Incremental effects compared with previous LA GAIN program</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Individual job search assistance</td>
<td>Vocational training</td>
<td>Nevada Claimant Placement Program (NCPP)</td>
<td>1977</td>
<td>$ 3,500</td>
<td>3,500</td>
<td>more staff attention and more referrals, weekly interviews and eligibility checks, all services from same ES/UI team which coordinated their efforts</td>
<td></td>
<td>(1) Weeks of benefits; (2) Earnings; (3) Enforcement of work search rules; (4) Job searches; and (5) Referrals and placements</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Job search incentives</td>
<td>Individual job search assistance</td>
<td>Claimant Placement and Work Test Demonstration</td>
<td>1983</td>
<td>$225,000</td>
<td>1,485 - Treatment 1</td>
<td>1,493 - Treatment 2</td>
<td>1,666 - Treatment 3</td>
<td>1,277 - Treatment 4</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------------</td>
<td>---------------------------------</td>
<td>-----------------------------------------------</td>
<td>------</td>
<td>----------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Indefinitely separated from most recent job</td>
<td>Individual job search assistance</td>
<td>Wisconsin Eligibility Review Pilot Project (ERP)</td>
<td>1983</td>
<td>$5000</td>
<td>6-hour job search workshop conducted by ES staff; also tried 3-hour job search workshop</td>
<td>More personalized and intensive unemployment insurance (UI) services, including case management, intensive job search assistance and job matching, claimant targeting for special assistance, and a job-seeking skills seminar. The control group received regular UI services.</td>
<td>Unemployment Insurance Contingent Account of the Minnesota Department of Jobs and Training</td>
<td>(1) Weeks of benefits; (2) Earnings; (3) Enforcement of work search rules; (4) Job searches; and (5) Referrals and placements</td>
</tr>
<tr>
<td>Unemployed</td>
<td>Case management</td>
<td>Individual job search assistance</td>
<td>Reemploy Minnesota (REM)</td>
<td>1988</td>
<td>$835,000</td>
<td>4,212 - Treatment unknown - Control (roughly 10 times treatment)</td>
<td>More personalized and intensive unemployment insurance (UI) services, including case management, intensive job search assistance and job matching, claimant targeting for special assistance, and a job-seeking skills seminar. The control group received regular UI services.</td>
<td>Unemployment Insurance Contingent Account of the Minnesota Department of Jobs and Training</td>
<td>(1) Duration of UI benefits and (2) Amount of UI benefits</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Individual job search assistance</td>
<td>Vocational training</td>
<td>Kentucky Worker Profiling and Reemployment Services (WPRS) Experiment</td>
<td>1994</td>
<td>$15,000</td>
<td>1,236 - Treatment 745 - Control 1,981 - Total</td>
<td>Structured job search activities, employment counseling, and retraining</td>
<td>Kentucky Department of Employment Services</td>
<td>(1) Earnings; (2) Length of benefit receipt; and (3) Amount of UI benefits received</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Alternative work search policies</td>
<td>Maryland Unemployment Insurance Work Search Demonstration</td>
<td>1994</td>
<td>$250,000</td>
<td>3,510 - Treatment 1</td>
<td>3,455 - Treatment 2</td>
<td>3,680 - Treatment 3</td>
<td>3,400 - Treatment 4</td>
<td>4,812 - Control 1</td>
</tr>
<tr>
<td>UI claimants</td>
<td>Individual job search assistance</td>
<td>Case management</td>
<td>Reemployment and Eligibility Assessment (REA)</td>
<td>2013</td>
<td>$1,485</td>
<td>1,493</td>
<td>1,666</td>
<td>1,277</td>
<td>Job search and placement services</td>
</tr>
</tbody>
</table>