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R esearch on income differences can arguably be classified into one or more  
arrows in the following chain of causality:

Geography, Climate, Luck ⇒ Human Capital,  Physical Capital,  TFP ⇒ Income
⇓

Institutions, Culture ⇒ Human Capital, Physical Capital, TFP ⇒ Income
⇓

Policies, Rule of Law, Corruption ⇒ Human Capital, Physical Capital, TFP ⇒ Income

Our focus is on the right-most arrows, or what is sometimes called “development 
accounting.” First, we describe research from the past 25 years about the proximate 
role of physical capital, human capital, and TFP in accounting for income differ-
ences across countries. The current state of the debate is as follows: human capital 
is important (accounting for 10–30 percent of country income differences), physical 
capital also matters (accounting for about 20 percent of country income differences), 
and residual TFP remains the biggest part of the story (accounting for 50–70 percent 
of country income differences).

Second, we will contend there are important positive feedback effects between 
human capital, physical capital, and TFP. In particular, the level of TFP of different 
sectors (investment versus consumption, human capital versus final goods) can influ-
ence the incentive to accumulate physical and human capital. We will also argue that 
a key determinant of aggregate TFP is the efficiency of input allocation across firms 
and industries.

* Hsieh: Graduate School of Business, University of Chicago, 5807 South Woodlawn Avenue, Chicago, IL 
60637 and National Bureau of Economic Research (e-mail: chsieh@econ.berkeley.edu); Klenow: 579 Serra 
Mall, Stanford University, Stanford, CA 94305 and the National Bureau of Economic Research (e-mail: pete@
klenow.net). We gratefully acknowledge the financial support of the Kauffman Foundation, the Alfred P. Sloan 
Foundation (Hsieh), and the Stanford Institute for Economic Policy Research (Klenow). We thank Chad Jones and 
David Romer for detailed comments that vastly improved the paper.

† To comment on this article in the online discussion forum, or to view additional materials, visit the articles 
page at: http://www.aeaweb.org/articles.php?doi=10.1257/mac.2.1.207.

Development Accounting†

By Chang-Tai Hsieh and Peter J. Klenow*

Researchers have made much progress in the past 25 years in 
accounting for the proximate determinants of income levels: physi-
cal capital, human capital, and Total Factor Productivity (TFP). 
But we still know little about why these factors vary. We argue that 
TFP exerts a powerful influence on output not only directly, but also 
indirectly, through its effect on physical and human capital accu-
mulation. We discuss why TFP varies across countries, highlighting 
misallocation of inputs across firms and industries as a key determi-
nant. (JEL E22, E23, F21, F35, O10, O40)
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Development accounting is about right-most arrows

In this lecture, we discuss research on the arrows to the left

Source: Hsieh and Klenow (2010)
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CROSS-COUNTRY GROWTH REGRESSIONS

1990s saw a flourishing of research on correlates of growth

Prominent studies by Barro (1991), Sala-i-Martin (1997)

Some people interpreted these correlations as causal

This gave “cross-country growth regressions” a bad name
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Source: Barro (1998)
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CROSS-COUNTRY GROWTH REGRESSIONS

Cross-country growth regressions hard to interpret

Reverse causation: Growth may cause other things like
democracy / rule of law / government spending

This is called “modernization theory”

Omitted variables bias: Both growth and variables of interest

may be caused by a third factor

Theory suggests that many factors have level effects as opposed to

growth effects (but transition dynamics are slow)
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FUNDAMENTAL CAUSES OF GROWTH

Many candidate causes:

Geography, trade, institutions

Luck (e.g., leaders), culture, religion, etc.

To provide convincing evidence on fundamental causes of growth,

we need exogenous variation in candidate causes

Subsequent literature includes many creative approaches

to this challenging task

Here we will sample a bit from this (large) literature
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INSTITUTIONS AS A FUNDAMENTAL CAUSE OF GROWTH

Long-standing literature arguing that good institutions cause
high levels of income

Secure property rights, rule of law, constraints on the executive, etc.

Important work along these lines: North and Thomas (1973), Jones (1981),

North and Weingast (1989), North (1990), Engerman and Sokoloff (1997)

Literature mostly qualitative before late 1990s

Where can we find exogenous variation in institutions?

A few examples: North vs. South Korea, East vs. West Germany

But something more systematic?
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COLONIAL ORIGINS

Acemoglu, Johnson, Robinson (2001) proposed a theory of

institutional differences among countries colonized by Europeans

Conditions in the colonies led colonizers to create different institutions

in different colonies

Where colonizers settled, they set up “good” institutions

(secure property rights, rule of law, constrains on the executive)

Where they didn’t settle, they set up “extractive” institutions

These institutions have persisted and have affected growth

in these countries
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SETTLER MORTALITY AS AN INSTRUMENT

To test their theory, AJR propose using settler mortality

as an instrument for current institutions

Basic idea:

Colonizers didn’t settle where settler mortality was high

Settler mortality was determined by disease environment

(mostly malaria and yellow fever)

Places with malaria and yellow fever got worse institutions
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ARJ’S THEORY
in their institutions and in their income per
capita.

To estimate the impact of institutions on eco-
nomic performance, we need a source of exog-
enous variation in institutions. In this paper, we
propose a theory of institutional differences
among countries colonized by Europeans,1 and
exploit this theory to derive a possible source of
exogenous variation. Our theory rests on three
premises:

1. There were different types of colonization
policies which created different sets of insti-
tutions. At one extreme, European powers set
up “extractive states,” exemplified by the Bel-
gian colonization of the Congo. These institu-
tions did not introduce much protection for
private property, nor did they provide checks
and balances against government expropria-
tion. In fact, the main purpose of the extractive
state was to transfer as much of the resources
of the colony to the colonizer.
At the other extreme, many Europeans mi-
grated and settled in a number of colonies,
creating what the historian Alfred Crosby
(1986) calls “Neo-Europes.” The settlers tried
to replicate European institutions, with strong
emphasis on private property and checks
against government power. Primary examples
of this include Australia, New Zealand, Can-
ada, and the United States.

2. The colonization strategy was influenced by
the feasibility of settlements. In places where
the disease environment was not favorable to
European settlement, the cards were stacked
against the creation of Neo-Europes, and the
formation of the extractive state was more
likely.

3. The colonial state and institutions persisted
even after independence.

Based on these three premises, we use the
mortality rates expected by the first European
settlers in the colonies as an instrument for

current institutions in these countries.2 More
specifically, our theory can be schematically
summarized as

~potential! settler
mortality

f settlements

f
early

institutions f
current

institutions

f
current

performance.

We use data on the mortality rates of soldiers,
bishops, and sailors stationed in the colonies be-
tween the seventeenth and nineteenth centuries,
largely based on the work of the historian Philip
D. Curtin. These give a good indication of the
mortality rates faced by settlers. Europeans were
well informed about these mortality rates at the
time, even though they did not know how to
control the diseases that caused these high mor-
tality rates.

Figure 1 plots the logarithm of GDP per
capita today against the logarithm of the settler
mortality rates per thousand for a sample of 75
countries (see below for data details). It shows a
strong negative relationship. Colonies where
Europeans faced higher mortality rates are to-
day substantially poorer than colonies that were
healthy for Europeans. Our theory is that this
relationship reflects the effect of settler mortal-
ity working through the institutions brought by
Europeans. To substantiate this, we regress cur-
rent performance on current institutions, and
instrument the latter by settler mortality rates.
Since our focus is on property rights and checks
against government power, we use the protec-
tion against “risk of expropriation” index from
Political Risk Services as a proxy for institu-
tions. This variable measures differences in in-
stitutions originating from different types of
states and state policies.3 There is a strong

1 By “colonial experience” we do not only mean the
direct control of the colonies by European powers, but more
generally, European influence on the rest of the world. So
according to this definition, Sub-Saharan Africa was
strongly affected by “colonialism” between the sixteenth
and nineteenth centuries because of the Atlantic slave trade.

2 Note that although only some countries were colonized,
there is no selection bias here. This is because the question
we are interested in is the effect of colonization policy
conditionalon being colonized.

3 Government expropriation is not the only institutional
feature that matters. Our view is that there is a “cluster of

1370 THE AMERICAN ECONOMIC REVIEW DECEMBER 2001

Source: Acemoglu, Johnson, Robinson (2001)
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EMPIRICAL SPECIFICATION

Second stage regression:

log yi = µ+ αRi + X′
iγ + ϵi

First state regression:

Ri = ζ + β logMi + X′
iδ + vi

log yi is log GDP per capita in 1995 PPP adjusted

Ri is protection against expropriation from Political Risk Services

logMi is log settler mortality
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IS SETTLER MORTALITY A VALID INSTRUMENT?

For settler mortality to be a valid instrument, we must have:

Relevance: It must strongly predict current institutions

Exclusion: It must not affect current output through

any other channel than current institutions (conditional on controls)

What might be an important threat to the exclusion restriction?

Settler mortality likely correlates with current disease environment

which may have a direct effect on GDP per capita today
(Bloom and Sachs 98, Gallup and Sachs 98, Gallup et al. 98,

Sachs and Malaney 02, Alsan 15)
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IS SETTLER MORTALITY A VALID INSTRUMENT?

AJR argue that native population had developed immunity to

malaria and yellow fever

Settlers died but natives didn’t (after early childhood)

Yellow fever has been largely eradicated since

AJR argue: “these diseases are therefore unlikely to be the reason

why many countries in Africa and Asia are very poor today”

Counterargument: Even if mortality is not high, morbidity is substantial
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SETTLER MORTALITY VARIABLE

Largely from work of Philip Curtin (Curtin 89, 98)

Not actually mortality of settlers

Mostly mortality of soldiers

For Latin American mortality of bishops from Gutierrez (1986)

rescaled for comparability with soldiers

More on this in a few slides
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IV AS A RATIO

“Reduced form” regression:

log yi = µ+ λ logMi + X′
iγ + ϵi

First state regression:

Ri = ζ + β logMi + X′
iδ + vi

IV estimate is the ratio of λ and β
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FIRST STAGE

with little effect on the estimate. Columns (3) and
(4) use the democracy index, and confirm the
results in columns (1) and (2).

Both constraints on the executive and democ-
racy indices assign low scores to countries that
were colonies in 1900, and do not use the ear-
liest postindependence information for Latin
American countries and the Neo-Europes. In
columns (5) and (6), we adopt an alternative
approach and use the constraints on the execu-
tive in the first year of independence and also
control separately for time since independence.
The results are similar, and indicate that early
institutions tend to persist.

Columns (7) and (8) show the association be-
tween protection against expropriation and Euro-
pean settlements. The fraction of Europeans in
1900 alone explains approximately 30 percent of
the variation in our institutions variable today.
Columns (9) and (10) show the relationship be-
tween the protection against expropriation vari-
able and the mortality rates faced by settlers. This
specification will be the first stage for our main
two-stage least-squares estimates (2SLS). It shows
that settler mortality alone explains 27 percent of
the differences in institutions we observe today.

Panel B of Table 3 provides evidence in

support of the hypothesis that early institutions
were shaped, at least in part, by settlements, and
that settlements were affected by mortality. Col-
umns (1)–(2) and (5)–(6) relate our measure of
constraint on the executive and democracy in
1900 to the measure of European settlements in
1900 (fraction of the population of European
decent). Columns (3)–(4) and (7)–(8) relate the
same variables to settler mortality. These regres-
sions show that settlement patterns explain around
50 percent of the variation in early institutions.
Finally, columns (9) and (10) show the relation-
ship between settlements and mortality rates.

B. Institutions and Economic Performance

Two-stage least-squares estimates of equa-
tion (1) are presented in Table 4. Protection
against expropriation variable,Ri , is treated as
endogenous, and modeled as

(5) Ri 5 z 1 b log Mi 1 X9id 1 v i ,

whereMi is the settler mortality rate in 1,000
mean strength. The exclusion restriction is that
this variable does not appear in (1).

FIGURE 3. FIRST-STAGE RELATIONSHIP BETWEEN SETTLER MORTALITY AND EXPROPRIATION RISK

1384 THE AMERICAN ECONOMIC REVIEW DECEMBER 2001

Source: Acemoglu, Johnson, Robinson (2001)
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REDUCED FORM

(first-stage) relationship between settler mortal-
ity rates and current institutions, which is inter-
esting in its own right. The regression shows
that mortality rates faced by the settlers more
than 100 years ago explains over 25 percent
of the variation in current institutions.4 We also
document that this relationship works through
the channels we hypothesize: (potential) settler
mortality rates were a major determinant of
settlements; settlements were a major determi-
nant of early institutions (in practice, institu-
tions in 1900); and there is a strong correlation
between early institutions and institutions to-
day. Our two-stage least-squares estimate of the
effect of institutions on performance is rela-
tively precisely estimated and large. For ex-
ample, it implies that improving Nigeria’s

institutions to the level of Chile could, in the
long run, lead to as much as a 7-fold increase in
Nigeria’s income (in practice Chile is over 11
times as rich as Nigeria).

The exclusion restriction implied by our in-
strumental variable regression is that, condi-
tional on the controls included in the regression,
the mortality rates of European settlers more
than 100 years ago have no effect on GDP per
capita today, other than their effect through
institutional development. The major concern
with this exclusion restriction is that the mor-
tality rates of settlers could be correlated with
the current disease environment, which may
have a direct effect on economic performance.
In this case, our instrumental-variables esti-
mates may be assigning the effect of diseases on
income to institutions. We believe that this is
unlikely to be the case and that our exclusion
restriction is plausible. The great majority of
European deaths in the colonies were caused by
malaria and yellow fever. Although these dis-
eases were fatal to Europeans who had no im-
munity, they had limited effect on indigenous
adults who had developed various types of im-
munities. These diseases are therefore unlikely
to be the reason why many countries in Africa
and Asia are very poor today (see the discussion
in Section III, subsection A). This notion is

institutions,” including constraints on government expropri-
ation, independent judiciary, property rights enforcement,
and institutions providing equal access to education and
ensuring civil liberties, that are important to encourage
investment and growth. Expropriation risk is related to all
these institutional features. In Acemoglu et al. (2000), we
reported similar results with other institutions variables.

4 Differences in mortality rates arenot the only, or even
the main, cause of variation in institutions. For our empir-
ical approach to work, all we need is that they area source
of exogenous variation.

FIGURE 1. REDUCED-FORM RELATIONSHIP BETWEEN INCOME AND SETTLER MORTALITY

1371VOL. 91 NO. 5 ACEMOGLU ET AL.: THE COLONIAL ORIGINS OF DEVELOPMENT

Source: Acemoglu, Johnson, Robinson (2001)
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creating a typical measurement error problem.
Moreover, what matters for current income is
presumably not only institutions today, but also
institutions in the past. Our measure of institu-
tions which refers to 1985–1995 will not be
perfectly correlated with these.19

Does the 2SLS estimate make quantitative
sense? Does it imply that institutional differences
can explain a significant fraction of income dif-

19 We can ascertain, to some degree, whether the differ-
ence between OLS and 2SLS estimates could be due to
measurement error in the institutions variable by making
use of an alternative measure of institutions, for example,
the constraints on the executive measure. Using this mea-

sure as an instrument for the protection against expropria-
tion index would solve the measurement error, but not the
endogeneity problem. This exercise leads to an estimate of
the effect of protection against expropriation equal to 0.87
(with standard error 0.16). This suggests that “measurement
error” in the institutions variables (or the “signal-to-noise
ratio” in the institutions variable) is of the right order of
magnitude to explain the difference between the OLS and
2SLS estimates.

TABLE 4—IV REGRESSIONS OFLOG GDP PER CAPITA

Base
sample

(1)

Base
sample

(2)

Base sample
without

Neo-Europes
(3)

Base sample
without

Neo-Europes
(4)

Base
sample
without
Africa

(5)

Base
sample
without
Africa

(6)

Base
sample
with

continent
dummies

(7)

Base
sample
with

continent
dummies

(8)

Base
sample,

dependent
variable is
log output
per worker

(9)

Panel A: Two-Stage Least Squares

Average protection against 0.94 1.00 1.28 1.21 0.58 0.58 0.98 1.10 0.98
expropriation risk 1985–1995 (0.16) (0.22) (0.36) (0.35) (0.10) (0.12) (0.30) (0.46) (0.17)

Latitude 20.65 0.94 0.04 21.20
(1.34) (1.46) (0.84) (1.8)

Asia dummy 20.92 21.10
(0.40) (0.52)

Africa dummy 20.46 20.44
(0.36) (0.42)

“Other” continent dummy 20.94 20.99
(0.85) (1.0)

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985–1995

Log European settler mortality 20.61 20.51 20.39 20.39 21.20 21.10 20.43 20.34 20.63
(0.13) (0.14) (0.13) (0.14) (0.22) (0.24) (0.17) (0.18) (0.13)

Latitude 2.00 20.11 0.99 2.00
(1.34) (1.50) (1.43) (1.40)

Asia dummy 0.33 0.47
(0.49) (0.50)

Africa dummy 20.27 20.26
(0.41) (0.41)

“Other” continent dummy 1.24 1.1
(0.84) (0.84)

R2 0.27 0.30 0.13 0.13 0.47 0.47 0.30 0.33 0.28

Panel C: Ordinary Least Squares

Average protection against 0.52 0.47 0.49 0.47 0.48 0.47 0.42 0.40 0.46
expropriation risk 1985–1995 (0.06) (0.06) (0.08) (0.07) (0.07) (0.07) (0.06) (0.06) (0.06)

Number of observations 64 64 60 60 37 37 64 64 61

Notes:The dependent variable in columns (1)–(8) is log GDP per capita in 1995, PPP basis. The dependent variable in column (9) is log output
per worker, from Hall and Jones (1999). “Average protection against expropriation risk 1985–1995” is measured on a scale from 0 to 10, where
a higher score means more protection against risk of expropriation of investment by the government, from Political Risk Services. Panel A
reports the two-stage least-squares estimates, instrumenting for protection against expropriation risk using log settler mortality; Panel B reports
the corresponding first stage. Panel C reports the coefficient from an OLS regression of the dependent variable against average protection against
expropriation risk. Standard errors are in parentheses. In regressions with continent dummies, the dummy for America is omitted. See Appendix
Table A1 for more detailed variable descriptions and sources.

1386 THE AMERICAN ECONOMIC REVIEW DECEMBER 2001

Source: Acemoglu, Johnson, Robinson (2001)
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QUANTITATIVELY LARGE

Consider two “typical countries”: Nigeria and Chile

(typical in that they are virtually on the regression line)

Differ by 2.24 in expropriation risk

Fitted difference in 0.94 × 2.24 = 2.06 in logs or 7-fold in levels

Actual difference: 11-fold in levels
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the effect of institutions.27 Finally, column (9)
adds all the variables in this table simulta-
neously. Again, these controls have very little
effect on our main estimate.

Another concern is that settler mortality is

correlated with climate and other geographic
characteristics. Our instrument may therefore
be picking up the direct effect of these vari-
ables. We investigate this issue in Table 6. In
columns (1) and (2), we add a set of temper-
ature and humidity variables (all data from
Philip M. Parker, 1997). In the table we
report joint significance levels for these vari-
ables. Again, they have little effect on our
estimates.

27 The religion dummies are significant in the first stage,
but once again they are estimated to have offsetting effects
in the second stage, implying little net effect of religion on
income.

TABLE 5—IV REGRESSIONS OFLOG GDP PER CAPITA WITH ADDITIONAL CONTROLS

Base
sample

(1)

Base
sample

(2)

British
colonies

only
(3)

British
colonies

only
(4)

Base
sample

(5)

Base
sample

(6)

Base
sample

(7)

Base
sample

(8)

Base
sample

(9)

Panel A: Two-Stage Least Squares

Average protection against 1.10 1.16 1.07 1.00 1.10 1.20 0.92 1.00 1.10
expropriation risk, 1985–1995 (0.22) (0.34) (0.24) (0.22) (0.19) (0.29) (0.15) (0.25) (0.29)

Latitude 20.75 21.10 20.94 21.70
(1.70) (1.56) (1.50) (1.6)

British colonial dummy 20.78 20.80
(0.35) (0.39)

French colonial dummy 20.12 20.06 0.02
(0.35) (0.42) (0.69)

French legal origin dummy 0.89 0.96 0.51
(0.32) (0.39) (0.69)

p-value for religion variables [0.001] [0.004] [0.42]

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985–1995

Log European settler mortality 20.53 20.43 20.59 20.51 20.54 20.44 20.58 20.44 20.48
(0.14) (0.16) (0.19) (0.14) (0.13) (0.14) (0.13) (0.15) (0.18)

Latitude 1.97 2.10 2.50 2.30
(1.40) (1.30) (1.50) (1.60)

British colonial dummy 0.63 0.55
(0.37) (0.37)

French colonial dummy 0.05 20.12 20.25
(0.43) (0.44) (0.89)

French legal origin 20.67 20.7 20.05
(0.33) (0.32) (0.91)

R2 0.31 0.33 0.30 0.30 0.32 0.35 0.32 0.35 0.45

Panel C: Ordinary Least Squares
Average protection against 0.53 0.47 0.61 0.47 0.56 0.56 0.53 0.47 0.47

expropriation risk, 1985–1995 (0.19) (0.07) (0.09) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06)
Number of observations 64 64 25 25 64 64 64 64 64

Notes:Panel A reports the two-stage least-squares estimates with log GDP per capita (PPP basis) in 1995 as dependent variable,
and Panel B reports the corresponding first stage. The base case in columns (1) and (2) is all colonies that were neither French nor
British. The religion variables are included in the first stage of columns (7) and (8) but not reported here (to save space). Panel C
reports the OLS coefficient from regressing log GDP per capita on average protection against expropriation risk, with the other
control variables indicated in that column (full results not reported to save space). Standard errors are in parentheses andp-values
for joint significance tests are in brackets. The religion variables are percentage of population that are Catholics, Muslims, and
“other” religions; Protestant is the base case. Our sample is all either French or British legal origin (as defined by La Porta et al.,
1999).

1389VOL. 91 NO. 5 ACEMOGLU ET AL.: THE COLONIAL ORIGINS OF DEVELOPMENT

Source: Acemoglu, Johnson, Robinson (2001)
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ALBOUY (2012) CRITIQUE

Mortality rates for only 28 out of 64 countries from within country

Lots of choices as to which neighboring country to use

Seven countries (all over Africa) get (different) rates from campaigns

that occurred in Mali Map

Bishop rates for 16 Latin American countries based on 4, 5, and 10

deaths out of at-risk populations of 24, 28.5, and 30.5 bishops
in three regions

Rates for three regions not statistically significantly different from each

other or different from similar rates in Europe

Multiplied by 4.25 to benchmark with mortality of French soldiers

in Mexico in 1862-3

Use campaign rates rather than barracks rates in some cases
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CAMPAIGN RATES VS. BARRACKS RATES

3068 THE AMERICAN ECONOMIC REVIEW OCTOBER 2012

Figure 2A. Expropriation Risk and Settler Mortality According to  
Mortality Rate Characteristics

Figure 2B. Income per Capita and Settler Mortality According to  
Mortality Rate Characteristics
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ACEMOGLU, JOHNSON, ROBINSON REPLY

Results robust to lots of variation in choices made

Can cap all mortality rates at 250

Results robust to various ways of benchmarking bishop data

Albouy’s preferred results largely driven by Gambia

Little difference between activities of soldiers on campaign

and in barracks
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DOES TRADE CAUSE GROWTH?

Various theoretical reasons why trade may cause growth

Trade is correlated with growth

But reverse causality and omitted variable bias plausible

Frankel and Romer (1999): Propose to use geographical characteristics

to instrument for trade

Identifying assumption: Geographical characteristics in question do not

have important effects on income except through their impact on trade

Steinsson Fundamental Causes 24 / 61



INTERNATIONAL VS. WITHIN-COUNTRY TRADE

Just as trade with foreigners may affect income, within-country trade

may affect income

Larger countries trade more within-country and less internationally

(e.g., Germany vs. Belgium)

If within-country trade is correlated with international trade (perhaps

negatively) and affects income it will bias estimates of effect of

international trade unless controlled for

Frankel and Romer propose to control for country size as a proxy

for within-country trade

Steinsson Fundamental Causes 25 / 61



GRAVITY INSTRUMENT

Simple “gravity” model of trade between countries i and j :

log

(
τij

Yi

)
= a0 + a1 logDij + a2 logSi + a3 logSj + eij

where

τij is trade between i and j (e.g., exports plus imports)

Yi is GDP per person in i

Dij is distance between i and j

Si is size of i

Often includes other variables (e.g., colonial relation, language, etc.)

Frankel and Romer only want geographical variables

Steinsson Fundamental Causes 26 / 61



MORE COMPLEX GRAVITY INSTRUMENT

three ways. First, as described above, we include
two measures of size: log population and log area.
Second, whether countries are landlocked and
whether they have a common border have impor-
tant effects on trade; we therefore include dummy
variables for these factors. And third, a large part
of countries’ trade is with their immediate neigh-
bors. Since our goal is to identify geographic
influences on overall trade, we therefore include
interaction terms of all of the variables with the
common-border dummy.

The fact that we are measuring trade relative
to country i ’s GDP means that we are already
including a measure ofi ’s size. We therefore do
not constrain the coefficients on the population
measures for the two countries, or the coeffi-
cients on the area measures, to be equal. We do,
however, constrain the coefficients on the land-
locked dummies, and their interactions with the
common-border dummy, to be equal fori and
j .6 Thus, the equation we estimate is

~6! ln~t ij /GDPi!

5 a0 1 a1ln Dij 1 a2ln Ni 1 a3ln Ai

1 a4ln Nj 1 a5ln Aj 1 a6~Li 1 Lj!

1 a7Bij 1 a8Bij ln Dij 1 a9Bij ln Ni

1 a10Bij ln Ai 1 a11Bij ln Nj

1 a12Bij ln Aj 1 a13Bij~Li 1 Lj! 1 eij ,

whereN is population,A is area,L is a dummy
for landlocked countries, andB is a dummy for
a common border between two countries.

C. Data and Results

We use the same bilateral trade data as
Frankel et al. (1995) and Frankel (1997); the
data are originally from the IFS Direction of
Trade statistics. They are for 1985, and cover
trade among 63 countries. Following these pa-
pers, we drop observations where recorded bi-
lateral trade is zero. Distance is measured as the

great-circle distance between countries’ princi-
pal cities. The information on areas, common
borders, and landlocked countries is from Rand
McNally (1993). Finally, the data on population
are from the Penn World Table.7

The results are shown in Table 1. The first
column shows the estimated coefficients and
standard errors on the variables other than the
common-border dummy and its interactions.
These estimates are shown in the second
column.8

The results are generally as expected. Dis-
tance has a large and overwhelmingly signifi-
cant negative impact on bilateral trade; the
estimated elasticity of trade with respect to dis-
tance is slightly less (in absolute value) than
21. Trade between countryi and countryj is
strongly increasing inj ’s size; the elasticity with
respect toj ’s population is about 0.6. In addi-
tion, trade (as a fraction ofi ’s GDP) is decreas-
ing in i ’s size and inj ’s area. And if one of the
countries is landlocked, trade falls by about a
third.

Because only a small fraction of country pairs
share a border, the coefficients on the common-
border variables are not estimated precisely.
Nonetheless, the point estimates imply that
sharing a border has a considerable effect on
trade. Evaluated at the mean value of the vari-
ables conditional on sharing a border, the esti-
mates imply that a common border raises trade
by a factor of 2.2. The estimates also imply that
the presence of a common border alters the
effects of the other variables substantially. For
example, the estimated elasticity with respect to
countryj ’s population across a shared border is
0.47 rather than 0.61, and the estimated elastic-
ity with respect to distance is20.70 rather than
20.85.

Most importantly, the regression confirms

6 Allowing them to differ changes the results only triv-
ially.

7 We use Mark 5.6 of the table, which is distributed by
the National Bureau of Economic Research. This is an
updated version of the data described in Robert Summers
and Alan Heston (1991). The capital city is used as the
principal city, except for a small number of cases where the
capital is far from the center of the country (in terms of
population). In these cases, a more centrally located large
city is chosen. For the United States, for example, Chicago
rather than Washington is used as the principal city.

8 The coefficient on the common-border variable itself is
therefore shown as the coefficient on the interaction of the
common-border dummy with the constant.
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GRAVITY INSTRUMENT

that geographic variables are major determi-
nants of bilateral trade. TheR2 of the regression
is 0.36. The next step is to aggregate across
countries and see if geographic variables are
also important to overall trade.9

D. Implications for Aggregate Trade

To find the implications of our estimates for
the geographic component of countries’ overall
trade, we aggregate the fitted values from the
bilateral trade equation. That is, we first rewrite
equation (6) as

(7) ln~t ij /GDPi! 5 a9X ij 1 eij ,

wherea is the vector of coefficients in (6) (a0,
a1, ..., a13), andX ij is the vector of right-hand
side variables (1, lnDij , ..., Bij [Li 1 Lj]). Our
estimate of the geographic component of coun-
try i ’s overall trade share is then

(8) T̂i 5 O
jÞi

eâ*X ij.

That is, our estimate of the geographic component
of country i’s trade is the sum of the estimated
geographic components of its bilateral trade with
each other country in the world.10

All that is needed to perform the calculations
in equation (8) are countries’ populations and
geographic characteristics. We therefore take
the sum in (8) not just over the countries cov-
ered by the bilateral trade data set, but over all
countries in the world.11 Similarly, we are able
to find the constructed trade share,T̂, for all
countries, not just those for which we have
bilateral trade data. Since our income regres-
sions will also require data on trade and income,
however, we limit our calculation ofT̂ to the
countries in the Penn World Table. Thus we
computeT̂ for 150 countries.

E. The Quality of the Instrument

Figure 1 is a scatterplot of the true overall
trade share,T, against the constructed share,T̂.
The figure shows that geographic variables ac-
count for a major part of the variation in overall
trade. The correlation betweenT andT̂ is 0.62.
As column (1) of Table 2 shows, a regression of

9 The standard errors reported in Table 1 are conven-
tional OLS standard errors. It is likely that the residuals of
the bilateral trade equation are not completely independent,
and thus that the reported standard errors are too low. But as
described in Section II, subsection B, uncertainty about the
parameters of the bilateral trade equation contributes only a
small amount to the standard errors of the cross-country
income regressions that we ultimately estimate. For exam-
ple, doubling the variance-covariance matrix of the esti-
mated parameters of the bilateral trade equation increases
the standard error of the coefficient on the trade share in our
baseline cross-country regression [column (2) of Table 3]
by less than 10 percent.

10 The expectation oft ij /GDPi conditional on X ij is
actually equal toeâ*X ij timesE[eeij ]. Since we are modeling
eij as homoskedastic, however,E[eeij ] is the same for all
observations, and thus multipliesT̂i by a constant. This has
no implications for the subsequent analysis, and is therefore
omitted for simplicity.

11 For convenience, we omit a handful of countries with
populations less than 100,000: Antigua and Barbuda,
Greenland, Kiribati, Liechtenstein, the Marshall Islands,
Micronesia, Monaco, Nauru, St. Kitts and Nevis, and San
Marino. In addition, for countries that are not in the Penn
World Table, we have data on population but not on the
labor force. To estimate the labor force for these countries,
we multiply their populations by the average ratio of the
labor force to population among the countries in the same
continent that are in the Penn World Table. We use the Penn
World Table’s definitions of the continents.

TABLE 1—THE BILATERAL TRADE EQUATION

Variable Interaction

Constant 26.38 5.10
(0.42) (1.78)

Ln distance 20.85 0.15
(0.04) (0.30)

Ln population 20.24 20.29
(country i ) (0.03) (0.18)

Ln area 20.12 20.06
(country i ) (0.02) (0.15)

Ln population 0.61 20.14
(country j ) (0.03) (0.18)

Ln area 20.19 20.07
(country j ) (0.02) (0.15)

Landlocked 20.36 0.33
(0.08) (0.33)

Sample size 3220
R2 0.36
SE of regression 1.64

Notes: The dependent variable is ln(t ij /GDPi). The first
column reports the coefficient on the variable listed, and the
second column reports the coefficient on the variable’s
interaction with the common-border dummy. Standard er-
rors are in parentheses.
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GRAVITY INSTRUMENT

Frankel and Romer aggregate this bilateral gravity relationship

to the country level

Let’s rewrite gravity equation as

log

(
τij

Yi

)
= a′Xij + eij

Geographic component of overall trade for country i :

T̂i =
∑
j ̸=i

eâ′Xij

T̂i is the instrument Frankel and Romer use
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FIRST STAGE

T on a constant andT̂ yields a coefficient onT̂
of essentially one and at-statistic of 9.5.

As described in subsection A of this section,
however, the component of the constructed trade
share that is correlated with country size cannot be
used to estimate trade’s impact on income: smaller
countries may engage in more international trade
but in less within-country trade. That is, our iden-
tification of trade’s impact on income will come
from the component of the excluded exogenous
variable (the constructed trade share) that is un-
correlated with the other exogenous variables (the
size measures).

The constructed trade share is in fact highly
correlated with country size. For example, the
five countries with the smallest constructed
shares all have areas over 1,000,000 square
miles, and the five with the largest constructed
shares all have areas under 10,000 square miles.
A regression of the constructed trade share on a
constant, log population, and log area yields
negative and significant coefficients on both
size measures and anR2 of 0.45.

Thus in examining whether geographic variables
provide useful information about international trade,
we need to ask whether they provide information
beyond that contained in country size. Columns (2)
and (3) of Table 2 therefore compare a regression of
the actual trade share on a constant and the two size
measures with a regression that also includes our
constructed trade share. As expected, size has a neg-
ative effect on trade. Area is highly significant, while
population is moderately so. The coefficient on the
constructed trade share falls by slightly more than
half when the size controls are added.

The important message of columns (2) and (3),

however, is that the constructed trade share still
contains a considerable amount of information
about actual trade. For example, itst-statistic in
column (3) is 3.6; this corresponds to anF-statistic
of 13.1. As the results in the next section show,
this means that the constructed trade share con-
tains enough information about actual trade for IV
estimation to produce only moderate standard er-
rors for the estimated impact of trade. Further-
more, the results of Douglas Staiger and James H.
Stock (1997), Charles R. Nelson and Richard
Startz (1990), and Alastair R. Hall et al. (1996)
imply that these first-stageF-statistics are large
enough that the finite-sample bias of instrumental
variables—which biases the IV estimate toward
the OLS estimate—is unlikely to be a serious
problem in our IV regressions.

Figure 2, Panel A, shows the partial association
between the actual and constructed trade shares
controlling for the size measures. The figure
shows that although the relationship is not as
strong as the simple relationship shown in
Figure 1, it is still positive. The figure also shows
that there are two large outliers in the relationship:
Luxembourg, which has an extremely high fitted
trade share given its size, and Singapore, which
has an extremely high actual trade share given its
size. Figure 2, Panel B, therefore shows the scat-
terplot with these two observations omitted. Again
there is a definite positive relationship.12

12 When these two observations are dropped from the
regression in column (3) of Table 2, the coefficient on the
constructed trade share rises to 0.69, but thet-statistic falls

TABLE 2—THE RELATION BETWEEN ACTUAL AND

CONSTRUCTEDOVERALL TRADE

(1) (2) (3)

Constant 46.41 218.58 166.97
(4.10) (12.89) (18.88)

Constructed trade share 0.99 0.45
(0.10) (0.12)

Ln population 26.36 24.72
(2.09) (2.06)

Ln area 28.93 26.45
(1.70) (1.77)

Sample size 150 150 150
R2 0.38 0.48 0.52
SE of regression 36.33 33.49 32.19

Notes: The dependent variable is the actual trade share.
Standard errors are in parentheses.

FIGURE 1. ACTUAL VERSUSCONSTRUCTEDTRADE SHARE

385VOL. 89 NO. 3 FRANKEL AND ROMER: DOES TRADE CAUSE GROWTH?

Source: Frankel and Romer (1999)
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EMPIRICAL SPECIFICATION

logYi = a + bTi + c1 logNi + c2 logAi + ui

Yi is GDP per person, Ti is exports plus imports over GDP,

Ni is population, Ai is area

IV regression with gravity instrument (T̂i ) instrumenting for Ti

Data from 1985
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TRADE AND INCOME

over the sample period.13

Appendix Table A1 reports the basic data
used in the tests. It lists, for each country in the
sample, its actual trade share in 1985, its con-
structed trade share, its area and 1985 popula-
tion, and its income per person in 1985.14

We focus on two samples. The first is the full
set of 150 countries covered by the Penn World
Table. Our instrument is only moderately cor-
related with trade once we control for size, and
much of the variation is among the smallest
countries in the sample. Thus it is important to
consider a relatively broad sample. And as we
describe below, the results for this sample are
robust to the exclusion of outliers and of obser-
vations where the data are potentially the most
subject to error.

Our second sample is the 98-country sample
considered by N. Gregory Mankiw et al. (1992).
The countries in this sample generally have
more reliable data; they are also generally
larger, and thus less likely to have their incomes
determined by idiosyncratic factors. In addition,
data limitations require that we employ a
smaller sample when we examine the channels
through which trade affects income.

B. Basic Results

Table 3 reports the regressions. Column (1) is
an OLS regression of log income per person on a
constant, the trade share, and the two size mea-
sures. The regression shows a statistically and
economically significant relationship between
trade and income. Thet-statistic on the trade share
is 3.5; the point estimate implies that an increase
in the share of one percentage point is associated
with an increase of 0.9 percent in income per
person. The regression also suggests that, control-
ling for international trade, there is a positive
(though only marginally significant) relation be-
tween country size and income per person; this
supports the view that within-country trade is ben-

eficial. The point estimates imply that increasing
both population and area by one percent raises
income per person by 0.1 percent.

Column (2) reports the IV estimates of the
same equation. The trade share is treated as
endogenous, and the constructed trade share is
used as an instrument.15 The coefficient on trade
rises sharply. That is, the point estimate sug-
gests that examining the link between trade and
income using OLS understates rather than over-
states the effect of trade. The estimates now
imply that a one-percentage-point increase in
the trade share raises income per person by 2.0
percent. In addition, the hypothesis that the IV
coefficient is zero is marginally rejected at con-
ventional levels (t 5 2.0). Thecoefficient is

13 Fischer (1993) uses a similar approach to investigate
the effects of inflation. Frankel et al. (1996) and the working
paper version of this paper (Frankel and Romer, 1996)
investigate the effects of controlling for physical and human
capital accumulation and population growth, and find that
this does not change the character of the results.

14 The other data used in the analysis are available from
the authors on request.

15 Throughout, the standard errors for the IV regressions
account for the fact that the instrument depends on the
parameters of the bilateral trade equation. That is, the vari-
ance-covariance matrix of the coefficients is estimated as
the usual IV formula plus (b̂/â)V̂(b̂/â)9, whereb̂ is the
vector of estimated coefficients from the cross-country in-
come regression,â is the vector of estimated coefficients
from the bilateral trade equation, andV̂ is the estimated
variance-covariance matrix ofâ. In all cases, this additional
term makes only a small contribution to the standard errors.
In the regression in column (2) of Table 3, for example, this
correction increases the standard error on the trade share
from 0.91 to 0.99.

TABLE 3—TRADE AND INCOME

(1) (2) (3) (4)

Estimation OLS IV OLS IV
Constant 7.40 4.96 6.95 1.62

(0.66) (2.20) (1.12) (3.85)
Trade share 0.85 1.97 0.82 2.96

(0.25) (0.99) (0.32) (1.49)
Ln population 0.12 0.19 0.21 0.35

(0.06) (0.09) (0.10) (0.15)
Ln area 20.01 0.09 20.05 0.20

(0.06) (0.10) (0.08) (0.19)
Sample size 150 150 98 98
R2 0.09 0.09 0.11 0.09
SE of

regression 1.00 1.06 1.04 1.27
First-stageF

on excluded
instrument 13.13 8.45

Notes:The dependent variable is log income per person in
1985. The 150-country sample includes all countries for
which the data are available; the 98-country sample includes
only the countries considered by Mankiw et al. (1992).
Standard errors are in parentheses.
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CORRELATED CAUSES

Three potential “deep” determinants of growth:

Geography

Trade

Institutions

Geography clearly exogenous

(but may affect income through trade or institutions)

Main instruments for trade and institutions based on geography

Seems tricky to tell these apart!
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GEOGRAPHY, TRADE, AND INSTITUTIONS
 1 34 DANI RODRIK ET AL.

 Figure 1. The "deep" determinants of income.

 Income level

 / / I ^^\ <8p\\W / (4) (7) <8p\\W

 (1) / I I <5> ,1 Endogenous / . »*•*..
 / Integration . 4

 / I I (6) I

 / ay" JS^ - * - *"**""*

 Exogenous Geography

 since they have to demonstrate causality for their preferred determinant, as well as identify

 the effective channel(s) through which it works. For the former, the task consists of
 showing that arrows (4) and (5) - capturing the direct impact of integration on income and
 the indirect impact through institutions, respectively - are the relevant ones, while arrows
 (6) and (7) - reverse feedbacks from incomes and institutions, respectively - are relatively
 insignificant. Reverse causality cannot be ruled out easily, since expanded trade and
 integration can be mainly the result of increased productivity in the economy and/or
 improved domestic institutions, rather than a cause thereof.

 Institutionalists, meanwhile, have to worry about different kinds of reverse causality.
 They need to show that improvements in property rights, the rule of law and other aspects
 of the institutional environment are an independent determinant of incomes (arrow (8)),
 and are not simply the consequence of higher incomes (arrow (9)) or of greater integration
 (arrow (5)).

 In econometric terms, what we need to sort all this out are good instruments for
 integration and institutions - sources of exogenous variation for the extent of integration
 and institutional quality, respectively, that are uncorrelated with other plausible (and
 excluded) determinants of income levels. Two recent papers help us make progress by
 providing plausible instruments. Frankel and Romer (1999) suggests that we can
 instrument for actual trade/GDP ratios by using trade/GDP shares constructed on the basis
 of a gravity equation for bilateral trade flows. The Frankel and Romer approach consists of
 first regressing bilateral trade flows (as a share of a country's GDP) on measures of country
 mass, distance between the trade partners, and a few other geographical variables, and then
 constructing a predicted aggregate trade share for each country on the basis of the
 coefficients estimated. This constructed trade share is then used as an instrument for actual

 trade shares in estimating the impact of trade on levels of income.
 Acemoglu et al. (2001) use mortality rates of colonial settlers as an instrument for
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Source: Rodrik, Subramanian, Trebbi (2004)
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INSTITUTIONS RULE?

Rodrik, Subramanian, Trebbi (2004):

AJR 01 control for geography but not trade

FR 99 control for geography but not institutions

They consider all three together

Conclude that institutions trump other deep determinants
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EMPIRICAL SPECIFICATION

log yi = µ+ αINSi + βINTi + γGEOi + ϵi

log yi is GDP per capita on PPP basis

INSi is rule of law measure from Kaufman, Kraay, Zoido-Lobaton 02

(different from expropriation risk measure used by AJR 01)

INTi is ratio of trade to GDP

GEOi is distance to the equator

all regressors are standardized (unit standard deviation)

Use settler mortality and gravity instrument for INSi and INTi
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 144 DANI RODRIK ET AL.

 Table 3. Determinants of development: Core specifications, instrumental variables estimates.

 Extended Acemoglu
 Acemoglu et al. Sample et al. Sample Large Sample

 (1) (2) (3) (4) (5) (6) (7) (8) (9)

 Panel A. Second-stage: Dependent variable = Log GDP per capita
 Geography (DISTEQ) 0.74 -0.42 -0.56 0.80 -0.45 -0.72 0.76 -0.06 -0.14

 (4.48)* (-1.19) (-1.23) (5.22)* (-1.26) (-1.38) (10.62)* (-0.5) (-0.93)
 Institutions (RULE) 1.68 1.78 1.75 1.98 1.19 1.30

 (4.29)* (3.78)* (4.42)* (3.56)* (8.02)* (7.09)*
 Integration (LCOPEN) -0.18 -0.31 -0.15

 (-0.71) (-1.10) (-1.09)
 No. of observations 64 64 64 79 79 79 137 137 137

 /?-square 0.25 0.54 0.56 0.26 0.51 0.52 0.417 0.51 0.56
 Test for over-identifying restrictions (p-value) (0.0089) (0.0354)

 Panel B: First Stage for Endogenous Variables (Institutions (RULE) and Integration (LCOPEN))
 Dependent variable RULE RULE LCOPEN RULE RULE LCOPEN RULE RULE LCOPEN
 Geography (DISTEQ) 0.41 0.47 -0.25 0.47 0.54 -0.18 0.67 0.66 -0.05

 (2.8)* (3.21)* (-2.00)** (3.34)* (3.87)* (-1.37) (10.81)* (11.23)* (-0.84)
 Settler mortality -0.39 -0.40 -0.30 -0.34 -0.34 -0.27
 (IXK3EM4) (-3.87)* (-4.1)* (-3.51)* (-3.69)* (-3.82)* (-3.22)*
 Population speaking 0.19 0.18 0.17
 English (ENGFRAC) (2.69)* (2.69)* (2.65)*
 Population speaking 0. 1 4 0. 1 7 - 0. 1 1
 other European (1.94)** (2.55)** ( - 1.67)**
 langages
 (EURFRAC)

 Constructed openness na 0.20 0.90 na 0.19 0.80 na 0.23 0.70
 (LOGFRANKROM) (1.95)** (10.32)* (2.16)** (9.67)* (3.99)* (12.33)*
 /^-statistic 22.9 17.2 41.7 24 18.5 36.9 50.09 45.79 41.39

 /?-square 0.41 0.44 0.66 0.37 0.40 0.58 0.52 0.57 0.54
 Partial /?-square 0.16 0.58 0.12 0.51 0.18 0.52
 corr(RULEFIT, 0.14 0.21 0.27
 LCOPENF1T)

 Notes: The dependent variable in panel A is per capita GDP in 1995, PPP basis. There are three samples for
 which the core regressions are run: (i) the first three columns correspond to the sample of 64 countries in
 Acemoglue et al. (2001); (ii) columns (4)-(6) use a sample of 79 countries for which data on settler
 mortality (LOGEM4) have been compiled by Acemoglu et al.; and (iii) columns (7M9) use a larger sample
 of 137 countries for which the instrument for institutions is similar to that in Hall and Jones (1999). The

 regressors in panel A are: (i) DISTEQ, the variable for geography, which is measured as the absolute value
 of latitude of a country; (ii) Rule of law (RULE), which is the measure for institutions; and (iii) LOOPEN,
 the variable for integration, which is measured as the ratio of nominal trade to nominal GDP. All regressors
 are scaled in the sense that they represent deviations from the mean divided by the standard deviation. The
 dependent variables in panel B are measures of institutions (RULE) and/or integration (LCOPEN) depending
 on the specification. The regressors in panel B are: (i) DISTEQ described above; (ii) settler mortality
 (LOGEM4) in the first six columns; (iii) the proportion of the population of a country that speaks English
 (ENGFRAC) and the proportion of the population that speaks any European language (EURFRAC) in the
 last three columns; (iv) instrument for openness (LOGFRANKROM) obtained from Frankel and Romer
 (1999). All regressors, except DISTEQ and RULE, in the three panels are in logs. See the Appendix for
 more detailed variable definitions and sources. Standard errors are corrected, using the procedure described
 in Frankel and Romer (1999), to take into account the fact that the openness instrument is estimated, t-
 statistics are reported under coefficient estimates. Significance at the 1, 5, and 10 percent levels are denoted
 respectively by *, **, and ***.

This content downloaded from 
�������������128.32.10.230 on Tue, 09 Aug 2022 22:34:42 UTC������������� 

All use subject to https://about.jstor.org/terms
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TELLING GEOGRAPHY APART

Since instruments for INSi and INTi are based on geography, it is tricky

to tell the effects of these variables apart from direct effects of

geography

This depends crucially on the GEOi variable (distance to the equator)

being different from settler mortality (in the case of INSt ).

But both are imperfect proxies and not clear that current effects of

geography flow through a very different variable than settler mortality

(both plausibly about malaria)
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NOT ROBUST TO EVERYTHING

We start with an OLS regression of log per capita GDP on rule of law (Table 1,
column 1). The coefficient is 1.01 with a t-statistic of 24.61, indicating a very strong
correlation between per capita incomes and institutional quality in this large sample
of countries. However, there are number of obvious potential problems with the
OLS regression. The first is the endogeneity of rule of law: subjective measures of
institutional quality may be subject to ‘‘halo effects’’: countries are perceived to have
good institutions because they are rich. Second, there is likely to be considerable
measurement error in our measure of institutional quality. Third, there are surely
many omitted variables possibly correlated with both per capita incomes and
institutional quality in a very parsimonious regression such as this one.
We follow the previous literature in using instruments to address these problems.

In order to preserve as large a sample as possible, we use as instruments the share of
the population that speaks English and the share that speaks a major European

Table 1

Income regressions with institutions and trade

Dependent variable: Ln(per capita GDP at PPP) in 1995

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

OLS IV OLS IV OLS IV IV OLS IV IV IV IV

Rule of law 1.01 1.30 0.79 1.26 3.52 0.66 1.03 2.64 1.53 2.14

(24.61) (9.57) (10.40) (3.65) (1.18) (7.98) (2.87) (1.23) (8.42) (0.79)

Ln(trade/GDP) 1.09 1.67 0.41 0.18 �3.40 0.39 0.79 �1.67 �1.37
(12.40) (4.41) (3.91) (0.31) (0.71) (3.73) (1.05) (0.47) (0.23)

Landlock �0.45 �0.19 0.14
(4.30) (1.09) (0.25)

Distance from equator 0.0082 �0.01 �0.01
(2.34) (1.47) (0.58)

Ln(population) 0.23 0.35 0.16 0.13 �0.53 0.12 0.26 �0.18 �0.25
(5.84) (4.04) (4.61) (1.09) (0.56) (3.51) (1.53) (0.26) (0.17)

R2 0.69 0.48 0.73 0.76

No. of observations 154 153 144 144 134 134 130 134 134 130 68 63

Instruments

Engfrac X X X X X

Eurfrac X X X X X

Predicted trade X X X X X X

Settler mortality X X

Omitted observations USA USA

CAN CAN

AUS AUS

NZL NZL

Note: All regressions include a constant (not reported). Absolute value of t-statistics calculated with

White-corrected standard errors is in parentheses.

(footnote continued)

(2001) provide a careful theoretical justification for this PPP-adjusted trade ratio as a measure of trade

openness.

D. Dollar, A. Kraay / Journal of Monetary Economics 50 (2003) 133–162138

Source: Dollar and Kraay (2003).
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NOT ROBUST TO EVERYTHING

Dollar and Kraay (2003) make institutions statistically insignificant by:

Using the large sample

Dropping USA, CAN, AUS, NZL

Adding controls for landlocked and population

Using “real openness”

(i.e., defining openness somewhat differently from Frankel-Romer)
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MORE RECENT EVIDENCE ON TRADE AND GROWTH

Pascali (AER 2017):

Uses introduction of steam ships as asymmetric shock to trade

(wind patters less important after introduction of steam)

Feyrer (AEJ: Applied 2019):

Improvement in air travel is time-varying / asymmetric shock to trade

Feyrer (JDE 2021):

Exploits closing of the Suez canal between 1967 and 1975
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INSTITUTIONS OR JUST LUCK?

Much work on institutions and growth

Prominent example: South Korea vs. North Korea

How convincing is this?

Might this be luck?

Steinsson Fundamental Causes 43 / 61



SOUTH KOREA VS. NORTH KOREA

Institutions, Political Economy and Growth Institutions

Distinguishing Institutions from Other Fundamental Causes

Natural experiments of history: e.g., the division of Korea into North
and South:

Acemoglu (MIT) Institutions, Political Economy and Growth September 4, 2012. 4 / 43Source: Daron Acemoglu.
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SOUTH KOREA VS. NORTH KOREA

Source: National Geographic
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SOUTH KOREA VS. NORTH KOREA
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INSTITUTIONS OR LUCK?

Gleaser et al. (2004) argue that institutions view doesn’t work for Korea

South Korea grew rapidly under one-party dictatorship

Only improved institutions (constraints on executive)

after long period of high growth

Alternative: South Korea was lucky to have a “good” leader

Growth took off under leadership of Park Chung-hee (1961-1979)

He was not constrained by “good institutions”

Perhaps which countries develop and which don’t comes down to

luck regarding leaders
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DO LEADERS MATTER?

Views differ sharply! Tolstoy: Historical figures mere ex post

justifications for events out of any individual’s influence

Marxists: “Materialist dialectic” holds that social and economic forces

trump individuals

John Keegan: The political history of the twentieth century can be

found in the biographies of six men: Lenin, Stalin, Hitler, Mao,

Roosevelt and Churchill.
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DO LEADERS MATTER?

Claim: National leaders cause changes in growth

Simple minded evidence: Look at changes in growth

when leaders change

But leadership transitions are non-random

Bad shocks may cause leaders to lose power

Good shocks may shield leaders
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JONES AND OLKEN (2005)

Look at leadership transition due to leaders dying in office

Consider cases when leaders die of natural causes or due to accidents

(not assassinations)

Timing of transition is random
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LEADER TRANSITIONS
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Source: Jones and Olken (2005)
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DRAMATIC CASES

is often regarded as having moved China toward more market-
oriented policies.

The death of Samora Machel in Mozambique was followed by
an especially sharp turnaround in economic performance. Ma-
chel, the leader of the Frelimo guerrilla movement, established a
one-party communist state and nationalized all private land upon
becoming president of Mozambique in 1975. Coincident with Ma-
chel’s policies, most Portuguese settlers fled Mozambique, and a
new guerrilla insurgency was born. After Machel’s death, Mozam-
bique moved firmly under his successor, Joaquin Chissano, to-
ward free-market policies, multiparty democracy, and peace with
the insurgents. During Machel’s eleven-year rule, growth was
persistently negative, averaging �7.7 percent per year; since
Machel’s death, growth in Mozambique has averaged 2.4 percent
per year.

Guinea and Iran provide further examples. In Guinea the
rule of Sekou Toure was characterized by totalitarianism, para-
noia, and violent purges until he died during emergency heart
surgery in 1984. In Iran the rule of Ayatollah Khomeini was
marked by bloody conflict in both the Iranian Revolution and the
Iran-Iraq war. Khomeini cast the Iran-Iraq war in strictly reli-

FIGURE I
Growth and Leader Deaths

849DO LEADERS MATTER?

Source: Jones and Olken (2005). China: Mao. Mozambique: Samora Machel (nationalized private land).
Guinea: Sekou Toure (totalitarianism/violent purges). Iran: Ayatollah Khomeini (Iran-Iraq war).
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HOW TO MEASURE EFFECT?

Timing of death is random, but timing of accession to power is not

Can’t use growth during leader’s reign

Calculate growth in T years before and after random transition
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MODEL OF GROWTH

git = αzPREz + βzPOSTz + vi + vt + ϵit

z denotes particular leader death

PREz : dummy for T years prior to death

POSTz : dummy for T years after death

(they exclude year of death)

vi , vt : country and year fixed effects

ϵit : Other influences on growth
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TEST STATISTICS

Wald test:

J =
1
Z

Z∑
z=1

( ̂POST − PREz)
2

2σ̂2
ϵz/T

Compares change in growth pre and post leader death to

usual variation in growth

Under null of no effect, Z × J will be distributed χ2(Z )

̂POST − PREz = αz − βz from regression on previous page

Rank test:

K =

∑
(yz − 1/4)√

Z/48

yz = |rz − 1/2| where rz is rank of ̂POST − PREz among all ̂POST − PREit

rz is U[0,1] under null that leaders don’t matter.

So, E [yz ] = 1/4 and var[yz ] = 1/48

Steinsson Fundamental Causes 55 / 61



DO LEADERS MATTER?

Table III presents the main results from the formal econometric
tests developed in Section III. Column 1 presents the J-statistic
defined in Section III, with the errors corrected for region-specific
heteroskedasticity and a region-specific AR(1) process. Column 2
presents the p-value on the J-statistic. Column 3 presents the p-
value from the analogous nonparametric Rank test. Columns 4–6
repeat this analysis, restricting the set of leaders to those who were
in office for at least two years prior to their death, whose effect on
growth we would expect to be stronger.

For each specification of the error structure, we present three
different timings of the PRE and POST dummies. The actual
timing is represented by the row labeled t. To ensure that the
effects we ascribe to leaders are not simply caused by temporary

POST dummy, produces similar or slightly stronger results than those presented
here.

TABLE III
DO LEADERS MATTER?

All leaders
Leaders with tenure

� 2 years

J-
statistic

Wald
P-value

Rank
P-value

J-
statistic

Wald
P-value

Rank
P-value

Treatment timings
t 1.312 .0573* 0.017** 1.392 .0390** 0.004***
t � 1 1.272 .0845* 0.075* 1.361 .0537* 0.052*
t � 2 1.308 .0669* 0.172 1.443 .0314** 0.121
Control timings
t � 5 0.841 .7953 0.446 0.918 .6269 0.357
t � 6 0.986 .5026 0.806 0.962 .5409 0.905
Number of leaders (t) 57 57 57 47 47 47
Number of

observations (t) 5567 5567 5567 5567 5567 5567

Under the null hypothesis, growth is similar before and after randomly timed leader transitions.
P-values indicate the probability that the null hypothesis is true. The J-statistic is the test statistic described
in equation (3) in the text: under the null, J 	 1, and higher values of J correspond to greater likelihood that
the null is false. P-values in columns 2 and 5 are from Chi-squared tests, where the POST and PRE dummies
are estimated via OLS allowing for region-specific heteroskedasticity and a region-specific AR(1) process,
where the regions are Asia, Latin America, Western Europe, Eastern Europe/Transition, Middle East/North
Africa, Sub-Saharan Africa, and Other. Estimation using alternative error structures for the Wald test
produce similar or stronger results. Estimation of columns 3 and 6 is via the Rank-method described in the
text. The regressions reported in this table compare five-year growth averages before and after leader deaths.
The treatment timing “t” considers growth in the five-year period prior to the transition year with growth in
the five-year period after the transition year. The treatment timings “t � 1” and “t � 2” shift the POST
period forward one and two years, respectively. The control timings shift both PRE and POST dummies five
and six years backward in time. Significance at the 10 percent, 5 percent, and 1 percent level is denoted by
*, **, and ***, respectively.

851DO LEADERS MATTER?

Source: Jones and Olken (2005).
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MAGNITUDE OF EFFECT

POST-PRE is 31 percent higher around leader deaths

A few more assumptions imply that a one standard deviation increase

in leader quality increases growth by 1.47 percentage points per year

Huge effect!!

For autocracies, effect is 2.1 percentage points per year

For democracies, effect is zero
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WHEN DO LEADERS MATTER?

degree to which leaders matter may well be a function of their
context, as different institutional systems might amplify or re-
tard a leader’s influence. We therefore extend the regression
framework above to consider hypothesis tests on subsets of the
leader deaths, in order to examine the interaction of various
national characteristics with the ability of leaders to influence
growth.

The primary measure of institutional constraints we use is
the “polity” variable from the Polity IV data set, which provides
annual panel data on institutional characteristics [Marshall and
Jaggers 2000].18 The results are presented in Table V, which
compares those leaders whose nations receive a polity score less
than or equal to zero in the year prior to their death, who we will
refer to as “autocrats,” with those leaders whose nations receive a
polity score better than zero, who we will refer to as “democrats.”
The results indicate that autocratic leaders on average have a
significant causative influence on national growth. In particular,
the autocratic leader effects are strongly significant at treatment
timings of t, t � 1, and t � 2, suggesting that the growth effects
last over substantial periods and are not due to immediate tur-
bulence in the first two years after the transition. In fact, the data

18. We focus on Polity IV ratings because they are available for the entire
period we study. Other sources of institutional classification, such as Przeworski
et al. [2000] and Freedom House [Karatnycky, Piano, and Puddington 2003], have
generally similar classifications for the periods where they overlap with Polity.

TABLE V
INTERACTIONS WITH TYPE OF POLITICAL REGIME IN YEAR PRIOR TO DEATH

J-
statistic

Wald
P-value

Rank
P-value

J-
statistic

Wald
P-value

Rank
P-value

Autocrats (Polity IV) Democrats (Polity IV)
Treatment timings
t 1.621 0.019** 0.040** 1.000 0.460 0.106
t � 1 1.672 0.016** 0.017** 0.932 0.552 0.712
t � 2 1.592 0.028** 0.051* 1.021 0.432 0.636
Control timings
t � 5 0.849 0.698 0.837 0.866 0.632 0.075*
t � 6 1.094 0.334 0.977 0.647 0.873 0.191
Number of leaders (t) 29 29 29 22 22 22

See notes to Table III. Distinctions across leader sets are defined using the “polity” variable in the Polity
IV data set in the year prior to the leader’s death. Autocrats are defined by having a polity score less than or
equal to 0. Democrats are those leaders with a polity score greater than 0.

855DO LEADERS MATTER?

Source: Jones and Olken (2005). One standard deviation increase in autocratic leader quality
increases growth by 2.1 percentage points per year.
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MACRO DEVELOPMENT POLICY

Very little consensus on how to achieve growth

One view: “Washington Consensus”

(Williamson, 1990)
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WASHINGTON CONSENSUS

974 D. Rodrik

Table 2
Rules of good behavior for promoting economic growth

Original Washington Consensus: “Augmented” Washington Consensus:
. . . the previous 10 items, plus:

1. Fiscal discipline 11. Corporate governance
2. Reorientation of public expenditures 12. Anti-corruption
3. Tax reform 13. Flexible labor markets
4. Interest rate liberalization 14. Adherence to WTO disciplines
5. Unified and competitive exchange rates 15. Adherence to international financial codes and standards
6. Trade liberalization 16. “Prudent” capital-account opening
7. Openness to DFI 17. Non-intermediate exchange rate regimes
8. Privatization 18. Independent central banks/inflation targeting
9. Deregulation 19. Social safety nets

10. Secure property rights 20. Targeted poverty reduction

deregulation. These were perceived to be the key elements of whatKrugman (1995,
p. 29)has called the “Victorian virtue in economic policy”, namely “free markets and
sound money”. Towards the end of the 1990s, this list was augmented in the thinking of
multilateral agencies and policy economists with a series of so-called second-generation
reforms that were more institutional in nature and targeted at problems of “good gover-
nance”. A complete inventory of these Washington Consensus-plus reforms would take
too much space, and in any case the precise listing differs from source to source.4 I have
shown a representative sample of ten items (to preserve the symmetry with the original
Washington Consensus) in the right panel ofTable 2. They range from anti-corruption
and corporate governance to social safety nets and targeted anti-poverty programs.

The perceived need for second-generation reforms arose from a combination of
sources. First, there was growing recognition that market-oriented policies may be in-
adequate without more serious institutional transformation, in areas ranging from the
bureaucracy to labor markets. For example, trade liberalization may not reallocate an
economy’s resources appropriately if the labor markets are “rigid” or insufficiently
“flexible”. Second, there was a concern that financial liberalization may lead to crises
and excessive volatility in the absence of a more carefully delineated macroeconomic
framework and improved prudential regulation. Hence the focus on non-intermediate
exchange-rate regimes, central bank independence, and adherence to international fi-
nancial codes and standards. Finally, in response to the complaint that the Washington
Consensus represented a trickle-down approach to poverty, the policy framework was
augmented with social policies and anti-poverty programs.

It is probably fair to say that a listing along the lines ofTable 2captures in broad
brushstrokes mainstream thinking about the key elements of a growth programcirca

4 For diverse perspectives on what the list should contain, seeStiglitz (1998), World Bank (1998), Naim
(1999), Birdsall and de la Torre (2001), Kaufmann (2002), Ocampo (2002), andKuczynski and Williamson
(2003).

Source: Rodrik (2005).
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ONE ECONOMICS, MANY RECIPES

West didn’t follow Washington Consensus when it developed

Asian Tiger’s deviated substantially from Washington Consensus
Highly state directed development

Directed credit, trade protections, export subsidies

Closed capital accounts until 1980s

Rodrik (2005): “There is no unique correspondence between the
function that good institutions perform and the form that such
institutions take.”

China’s liberalization of agriculture only at the margin

(Lau, Qian, Roland, 2000)

China’s township and village enterprises

(municipal rather than private property rights)

Local political economy crucial. One recipe does not fit all.
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ASSIGNMENTS FROM MALI3062 THE AMERICAN ECONOMIC REVIEW OCTOBER 2012

making the AJR assignments difficult to explain. They appear to originate from a 
misguided interpretation of the changing geographic names for Mali, as explained 
in my Appendix. Summarizing briefly,

•	 Mali	is	assigned	a	rate	of	2,940	from	an	acute	yellow	fever	epidemic	that	killed	
49 percent of an expeditionary force from September to October 1878 (Curtin 
1998). AJR annualizes the rate, multiplying it by 6.3

•	 Niger	is	assigned	a	rate	of	400	from	1880	to	1883	(Curtin 1998, p. 85; this rate 
is taken from a table labeled “Haut-Senegal-Niger,” a territory that once held 
Niger as well as Mali).

•	 Burkina	Faso,	Cameroon,	Gabon,	Angola,	and	Uganda	are	assigned	a	rate	of	
280 from 1883 to 1884 (Curtin 1998, p. 238; this rate is taken from an entry for 
the “French Soudan,” a territory that once held Burkina Faso as well as Mali).

There are two fundamental problems with these assignments. First, since all three 
rates come from western Mali, there is no possible logical basis for assigning each 

3 According to Curtin (1998, p. 81), the rate of 2,940 is an overestimate: because of acquired immunity, “the 
annual rate and the rate of loss over two months [490] would have been about the same.” Averaging the mortality 
rates for Mali over time produces a rate of 478.2. As shown in the Appendix, replacing the rate of 2,940 with 478.2 
lowers the significance of the results substantially.

Figure 1. Assignment of Mortality Rates from Mali
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Niger

Burkina-Faso

Cameroon

Gabon
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0 1,000 Km
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campaigns here

Rate of 2,940 (Sep–Oct 1878)

Rate of 400 (1880–1883)

Rate of 280 (1883–1884)

Source: Albouy (2012) Back
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 Table 2. Determinants of development: Core specifications, ordinary least squares estimates.

 Log GDP per capita

 Extended Acemoglu
 Acemoglu et al. Sample et al. Sample Large Sample

 Dependent Variable (1) (2) (3) (4) (5) (6) (7) (8) (9)

 Geography 0.74 0.20 0.32 0.80 0.22 0.33 0.76 0.20 0.23
 (DISTEQ) (4.48)* (1.34) (1.85)** (5.22)* (1.63) (2.11)** (10.62)* (2.48)** (2.63)*

 Institutions 0.78 0.69 0.81 0.72 0.81 0.78

 (RULE) (7.56)* (6.07)* (9.35)* (6.98)* (12.12)* (10.49)*

 Integration 0.16 0.15 0.08
 (LCOPEN) (1.48) (1.53) (1.24)

 Observations 64 64 64 79 79 79 137 137 137

 /?-square 0.25 0.57 0.59 0.26 0.61 0.62 0.42 0.71 0.71

 Notes: The dependent variable is per capita GDP in 1995, PPP basis. There are three samples for which the
 core regressions are run: (i) the first three columns correspond to the sample of 64 countries in Acemoglu et
 al. (2001); (ii) columns (4H6) use a sample of 79 countries for which data on settler mortality (L0GEM4)
 have been compiled by Acemoglu et al.; and (iii) columns (7H9) use a larger sample of 137 countries. The
 regressors are: (i) DISTEQ, the variable for geography, which is measured as the absolute value of latitude
 of a country; (ii) Rule of law (RULE), which is the measure for institutions; and (iii) LCOPEN, the variable
 for integration, which is measured as the ratio of nominal trade to nominal GDP. All regressors are scaled in
 the sense that they represent deviations from the mean divided by the standard deviation. All regressors,
 except DISTEQ and RULE, in the three panels are in logs. See the Appendix for more detailed variable
 definitions and sources, /-statistics are reported under coefficient estimates. Significance at the 1, 5, and 10
 percent levels are denoted respectively by *, **, and ***.

 causality, omitted variables bias, and measurement error - the above relationship cannot
 be interpreted as causal or accurate. To address these problems, we employ a two-stage
 least squares estimation procedure. The identification strategy is to use the Acemoglu et al.
 settler mortality measure as an instrument for institutions and the Frankel and Romer
 measure of constructed trade shares as an instrument for integration. In the first-stage
 regressions, INS, and INT, are regressed on all the exogenous variables. Thus

 INS,- = k + <5SM, + 0CONST, + i/rGEO, + 6INS/, (2)
 INT,- = 6 + (tCONST,- + tSM,- + coGEO, + slKTi , (3)

 where SM, refers to settler mortality and CONST, to the Frankel and Romer instrument for
 trade/GDP. The exclusion restrictions are that SM, and CONST, do not appear in equation
 (1).

 Equations (l)-(3) are our core specification. This specification represents, we believe,
 the most natural framework for estimating the respective impacts of our three deep
 determinants. It is general, yet simple, and treats each of the three deep determinants
 symmetrically, giving them all an equal chance. Our proxies for institutions, integration,
 and geography are the ones that the advocates of each approach have used. Our
 instruments for institutions and integration are sensible, and have already been
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 Table 8. Determinants of development: Robustness to alternative measures and instruments for integration.

 Baseline (1) (2) (3) (4) (5) (6) (7)

 Two-Stage Least Squares: Dependent Variable is log GDP per Capita in 1995
 Geography (DISTEQ)) -0.72 -0.56 -0.63 0.13 0.12 -1.16 -1.24 -0.86

 (-1.38) (-0.83) (-0.88) (0.38) (0.35) (-1.25) (-1.14) (-1.17)
 Institutions (RULE) 1.98 1.83 1.90 0.97 0.99 2.70 2.84 2.55

 (3.56)* (2.64)** (2.58)** (2.39)** (2.46)** (2.14)** (1.82)** (2.11)**
 Integration (LCOPEN) -0.31 0.12 -0.01 -0.87 -0.85

 (-1.38) (0.10) (-0.01) (-0.90) (-0.94)
 Land area (AREA) 0.27 0.24 -0.40 -0.39

 (0.77) (0.67) (-0.97) (-0.99)
 Population (POP) 0.11 0.39 -0.43 -0.42

 (0.16) (0.05) (-0.63) (-0.65)
 "Real openness" -0.77 -0.94
 (LNOPEN) (-0.83) (-0.70)
 * * Policy openness " - 2 .04
 (SW) (-1.07)

 /?-square 0.52 0.61 0.61 0.60 0.60 0.55 0.55 0.61
 No. of observations 79 79 79 136 136 71 71 69

 Notes: The dependent variable is per capita GDP in 1995, PPP basis. All regressors, except DISTEQ,
 RULE, and SW, are expressed in logs. Baseline corresponds to the specification in column (6) of Table 3. In
 columns (1), (3) and (5) the instrument for openness (LOGFRANKROM) is from Frankel and Romer (1999).
 In columns (2), (4) and (6), the instrument for openness (LOGFRANKROMR) is derived by re-estimating the
 gravity equation in Frankel and Romer (1999) with the left-hand side variable defined as nominal bilateral
 trade to nominal GDP. In Frankel and Romer, the left hand side variable was defined as nominal trade
 divided by PPP GDP. Standard errors are corrected, using the procedure described in Frankel and Romer
 (1999), to take into account the fact that the openness instrument is estimated, /-statistics are reported under
 coefficient estimates. Significance at the 1, 5, and 10 percent levels are denoted respectively by *, **, and
 ***. All regressors are scaled as described in the notes to Tables 2-4.

 therefore control for country size when looking for the effect of trade on incomes. The
 column labeled (1) in Table 8 includes two measures of country size - area and population.
 These variables do not have additional explanatory power in the income equation, which is
 different from the results in Frankel and Romer (1999). The size and significance of the
 coefficient on institutions are unaffected. The coefficient on openness becomes positive,
 but is highly insignificant. Column (3) replicates this exercise for the larger sample. The
 coefficient on institutions does not change qualitatively (but the standard error is sharply
 reduced as is the coefficient estimates), while the coefficient on openness is still negatively

 signed.
 Alcala and Ciccone (2004) have recently advocated the use of what they call "real

 openness", which is measured as the ratio of trade to PPP GDP. They argue that this is a
 better measure of integration than the simple ratio of trade to nominal GDP (that Frankel
 and Romer and we favor) in the presence of trade-driven productivity change. We have a
 number of conceptual and empirical problems with the Alcala and Ciccone approach,
 which we discuss in Appendix A at the end of the paper and to which the interested reader
 can turn. Here we simply point out that our results are robust to the use of this alternative
 measure of openness. Column (5) presents the findings when we substitute the Alcala and
 Ciccone measure of openness for ours. This integration measure is also "wrongly" signed
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