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1 Introduction

Many individuals make choices that have consequences only for themselves—choices in
the personal domain—and also make choices that have consequences both for themselves
and for others—choices in the social domain. Many of these choices involve risk, so a full
understanding of choice behavior in these domains requires a commensurate understanding
of both the individual’s preferences over consequences and the individual’s attitude toward
risk. It is then natural to ask: Is there a connection between an individual’s attitude
toward risk in the personal domain and the same individual’s attitude toward risk in the
social domain? This paper offers formalizations of this question, theoretical responses to
this question, and an experimental test of the theory.

Our motivation for asking (and answering) this question arises not only from intellectual
curiosity but also from pragmatism because we often choose—or at least influence the choice
of—those individuals who will be in a position to make choices that have consequences for
us (and for themselves): Chairs, Deans, Mayors, Governors, Legislators—even Presidents.
And we certainly care not only whether the President prefers peace to war and seeks tax
and civil rights reforms, but what actions the President would be prepared to take to alter
the risks of peace or war and the likelihood of achieving those reforms.

But can we draw any inferences at all about the President’s risky choices in the social
domain from the fact that the President chooses to conduct an illicit affair or invest ag-
gressively or exaggerate his accomplishments (to mention just a few personal choices that
have made headlines in recent memory)? What these personal choices have in common is
that they involve (personal) risk—to the President’s marriage or finances or reputation.
Drawing inferences about (present and future) risky social choices from knowledge of (past
and present) risky personal choices would seem useful, and also possible—provided that
there is a linkage between attitude toward risk in the personal domain and attitude toward
risk in the social domain.1

In this paper, we establish a theoretical linkage between preferences and risk attitudes
in the social domain and in the personal domain, and provide an experimental test of this
theory.2 We formulate our problem abstractly by assuming that the individual Decision

1That voters do learn something from candidates’ risky choices in the personal domain—and that they
make use of what they learn—is perhaps most clearly illustrated by the case of Gary Hart. Hart was a
leading candidate for the 1988 Democratic presidential nomination. In an attempt to dispel rumors that he
was having an extra-marital affair, Hart challenged the press to “follow me around”; the press took up the
challenge and promptly found him on his boat with a woman not his wife. Nelson (2018), among others,
argued that the issue was less what Hart’s behavior revealed about his morality and more what it revealed
about his attitude toward risk: “Hart’s extramarital escapades . . . were politically harmful less because of
his moral weakness than because of the recklessness the incidents illuminated in his character.”

2One important qualification needs to be remembered when interpreting our results. As the examples
above illustrate, there is a question that seems both puzzling and important: what is the meaning of an
individual’s “attitude toward risk” in a domain in which the consequences are not monetary—or more
generally, involve consequences other than consumption? We confess that we have no answer to offer to
this question; indeed we suspect it has no entirely satisfactory answer. Keeping this in mind, we formulate
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Maker (DM) has preferences over risky choices in the social domain but that we can
observe only preferences over risky choices in the personal domain and preferences over
non-risky choices in the social domain. We then ask under what assumptions it will be
possible to deduce—on the basis of these observations—preferences over risky choices in
the social domain. Our theoretical results provide necessary and sufficient conditions that
such deduction be possible. The required conditions depend on what is observed and what
we assume about the DM’s degree of rationality.

The formal model considers a DM, characterized by a fixed preference relation � over
the set L(Ω) of lotteries on a set Ω of social states.3 A subset P ⊂ Ω consists of states
that have consequences only for the DM—these are personal states—while the others have
consequences both for the DM and for others. It is convenient to view the personal states
as a subset of the social states in which the consequences for others are fixed. We do
not observe the entire preference relation � on L(Ω) but only some portion of it. In our
main theoretical result, and in our experimental work, we assume that we can observe the
restrictions �0 of � to Ω and to L(P ). That is, we observe comparisons between social
states (including personal states) and comparisons between personal lotteries, but we do
not observe comparisons between social states and personal lotteries.4

We ask: in what circumstances it is possible to deduce the entire preference relation �
from the restriction �0? In other words, in what circumstances does �0 admit a unique
extension to the preference relation � over the full domain of lotteries L(Ω) on social
states? If we assume that the DM’s preferences obey the usual axioms of individual
choice under uncertainty— Completeness, Transitivity, and Continuity—together with a
(relatively weak) axiom that we call State Monotonicity, then a necessary and sufficient
condition that it be possible to deduce the preference relation � from the partial relation
�0 is that the DM finds every social state to be indifferent to some personal state.5

This theoretical result seems clean and satisfying but it is another question entirely
whether is also descriptive of reality. To address this latter question, we design and execute
an experiment in which we present subjects with a sequence of choices in three domains;
each choice has consequences for self (the subject) and for an other (an anonymous other
subject):

an abstract model that avoids this issue entirely (we explain below) but we construct our experiment so
that the consequences are monetary (for the subject and for one other).

3To make the analysis simpler and sharper, we assume that Ω is finite. This avoids subtle issues about
the topology of Ω and the continuity of �.

4For completeness, we do provide theoretical analysis of the setting in which we observe comparisons
between social states and personal lotteries—that is, we observe the restriction �1 of � to Ω ∪ L(P )—but
we do not have any experimental evidence in that setting.

5As we discuss in Section 3, State Monotonicity is a much weaker assumption than Independence be-
cause it compares only lotteries whose outcomes are primitives—social states—rather than lotteries whose
outcomes are themselves lotteries. We show that, in the presence of the other Axioms, State Monotonicity
is equivalent to respect for First Order Stochastic Dominance. Expected Utility, and almost all decision-
theoretic models that have been proposed as alternatives to Expected Utility, have this property.
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• Personal Risk The objects of choice are risky personal choices (equiprobable binary
lotteries whose consequences are monetary outcomes for self alone).

• Social Choice The objects of choice are riskless social choices (deterministic divi-
sions of money between self and one other).

• Social Risk The objects of choice are risky social choices (equiprobable binary
lotteries whose consequences are divisions of money between self and other).

In the experimental setting, we present each decision problem as a choice from a budget
line using a graphical interface developed by Choi et al. (2007b). The Personal Risk
domain is identical to the domain in the (symmetric) risk experiment of Choi et al. (2007a).
The Social Choice domain is identical to the domain in the (linear) two-person dictator
experiment of Fisman et al. (2007). The Social Risk domain is new; it represents the
choice problem over lotteries over pairs of consumption for self and for other.

To test the predictions of our theory, we need to know the particular personal state to
which each social state is indifferent—not just the fact that every social state is indifferent
to some personal state. For some of our subjects, this would require making additional
assumptions about the form of the underlying preferences. However, for two important
classes of subjects, the predictions of our theory are directly testable:

• For subjects who are selfish—those who, in the Social Choice domain, give nothing
to other—the theory predicts that choice behavior in the Personal Risk domain
should coincide with choice behavior in the Social Risk domain.

• For subjects who are impartial—those who, in the Social Choice domain, treat
other symmetrically to self — the theory predicts that choice behavior in the Social
Choice domain should coincide with choice behavior in the Social Risk domain.

Among our subjects, we find many who are completely (or at least extremely) selfish
and a number who are completely (or at least extremely) impartial.6 For these subjects,
the theory of revealed preference allows us to provide an individual-level nonparametric
permutation test of these predictions, based on the observation that if preferences in two
domains are the same then choice behavior in those two domains should also be the same,
and hence any random selection of choices from the union of the choices in those domains
should be indistinguishable from the actual choices in the two domains.

6The objects of choice in the Social Choice domain are payout pairs (x, y) where x is the payout to
other and y is the payout to self. In the experimental setting, we offer choices from linear budget lines
px+qy = w. Behavior in the Social Choice domain is selfish if the choice subject to the budget constraint
px+ qy = w is always of the form (0, y). Behavior in the Social Choice domain is symmetric if (a, b) is
chosen subject to the budget constraint px+qy = w if and only if (b, a) is chosen subject to the mirror-image
budget constraint qx + py = w. We will provide a formal nonparametric test of impartial behavior in the
Social Choice domain.
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The analysis is complicated by the fact that individual choices frequently involve at least
some errors: subjects may compute incorrectly, or execute intended choices incorrectly, or
err in other less obvious ways. Because of these “mistakes” subjects’ preferences need not
be consistent within a choice domain—their choices need not conform perfectly with the
Generalized Axiom of Revealed Preference (GARP)—so these “mistakes” must be taken
into account in the permutation test for consistency across the various choice domains;
the discussion in Section 7 explains how we do this. The important feature of our test is
that it is purely nonparametric, in the sense that we make no functional form assumptions
about subjects’ underlying preferences and the specification of the error structure.

We note that there is considerable heterogeneity in the choice behaviors both among
selfish subjects and among impartial subjects. Despite this heterogeneity, our theoretical
predictions are well supported by the experimental data for the large majority of selfish
or impartial subjects.7 We emphasize that a minority of selfish (resp. impartial) subjects
do display different choice behavior in the Personal Risk (resp. Social Choice) and
Social Risk domains. According to the theory, the preferences of these subjects are not
consistent across the various choice domains. This might be because the preferences of
these subjects violate one or more of our axioms or because we incorrectly identify these
subjects as selfish or impartial.

The remainder of the paper is organized as follows. Section 2 provides the theoretical
framework for our analysis. Section 3 contains our main theoretical result. Section 4
provides the transition from the general theory to the implications for the experimental
setting. Section 5 describes the experiment, Section 6 describes the data, and Section 7
presents the tests of the theory. Section 8 presents an extension of the theoretical analysis
to the setting in which we can observe comparisons between social states and personal
lotteries. Section 9 describes how the paper is related to prior research, and Section 10
provides some concluding remarks. All proofs, further discussion, and some technical
details are gathered in the Online Appendix.

2 Framework

We consider a DM and a given set of outcomes Ω with a distinguished proper subset
P ⊂ Ω. For convenience, we refer to elements of Ω as social states and to elements of P
as personal states. In the interpretation discussed in the Introduction, a social state has
consequences for society (of which the DM is a member) as a whole; a personal state has
consequences only for the DM. We stress, however, that this is only an interpretation:
our abstract formalization is quite general and encompasses many other interpretations.
We are agnostic about the specific natures of Ω, P in part because outside observers may

7To provide a benchmark—and for the sake of completeness—we also test the same predictions of our
theory for non-selfish and non-impartial subjects, as well as linkages between preferences on which our
theory has no testable implications.

5



differ with respect to their knowledge of the relevant social and personal states and with
respect to what they observe.

We assume Ω is finite; this avoids subtle issues about the topology of Ω and the conti-
nuity properties of preferences. We assume that P ⊂ Ω contains at least two states that the
DM does not find indifferent (there are states A,B ∈ P with A � B) and that Ω \ P 6= ∅;
this avoids degeneracy. For any subset Θ ⊂ Ω, we write L(Θ) for the set of lotteries over
states in Θ. We frequently write

∑
i piωi for the lottery whose outcome is the state ωi with

probability pi. We refer to lotteries in L(P ) as personal lotteries and to lotteries in L(Ω)
as social lotteries.

We assume that the DM has a preference relation � on L(Ω) that satisfies the familiar
requirements of Completeness, Transitivity, and Continuity, and that the DM is indifferent
between any two lotteries

∑
i piωi and

∑
j qjθj that assign the same total probabilities to

each state ω ∈ Ω.8 Throughout, we also assume that � obeys the following requirement,
which we call State Monotonicity.

State Monotonicity If ωi, ω
′
i ∈ Ω for i = 1, . . . k, ωi � ω′i for each i and p =

(p1, . . . , pk) is a probability vector, then

k∑
i=1

piωi �
k∑

i=1

piω
′
i

State Monotonicity is equivalent to a condition that Grant et al. (1992) call Degenerate
Independence and analogous to a condition that Savage (1954) calls Event Monotonicity.9

As we show below, in the presence of the other axioms, requiring that the preference
relation obeys State Monotonicity is equivalent to requiring that it respects First Order
Stochastic Dominance (FOSD). The formulation in terms of State Monotonicity permits a
clearer comparison with the familiar (von Neumann and Morgenstern, 1947) Independence
Axiom.

Independence If Wi,W
′
i ∈ L(Ω) for i = 1, . . . k, Wi � W ′i for each i and p =

(p1, . . . , pk) is a probability vector, then

k∑
i=1

piWi �
k∑

i=1

piW
′
i

8We caution the reader that, in the absence of the Independence Axiom, which we do not assume, the
Continuity Axiom is stronger than the Archimedean Axiom.

9As we do here, Grant et al. (1992) asks to what extent all preference comparisons can be deduced from
a subset of preference comparisons. However, because our intent is different from Grant et al. (1992) we
face quite different issues so the differences are greater than the similarities. We elaborate on this in the
discussion of the related literature in Section 9.
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We have formulated State Monotonicity in terms of weak preference, rather than indif-
ference, because the two formulations are not equivalent. We have formulated Independence
in terms of weak preference, rather than indifference, despite the fact that the two formu-
lations are equivalent, in order to highlight the difference between State Monotonicity and
Independence. Notice that the difference between these two axioms is precisely that In-
dependence posits comparisons between lotteries over lotteries, while State Monotonicity
only posits comparisons between lotteries over states. As we discuss below, the difference
is enormous.

The following Lemma tells us that in the presence of the other axioms a preference
relation obeys State Monotonicity exactly when it respects FOSD. Given a preference
relation �, say that the lottery X first-order stochastic dominates the lottery X ′, and
write X ≥FOSD X ′, if, for all states ω ∈ Ω we have∑

{pi : ωi � ω} ≥
∑
{p′i : ω′i � ω}

That is: X ≥FOSD X ′ if, for all states ω, the probability that the realization of X is weakly
preferred to ω is at least as great as the probability that the realization of X ′ is weakly
preferred to ω.10 We say that the preference relation � respects FOSD (on lotteries) if

X ≥FOSD X ′ =⇒ X � X ′.

Lemma In the presence of the other axioms (Continuity, Completeness, Transitivity), the
preference relation � on L(Ω) satisfies State Monotonicity if and only if it respects FOSD.

A choice that does not respect FOSD may be regarded as an error—a failure to rec-
ognize that some allocation yields a payoff distribution with unambiguously lower returns
(Hadar and Russel, 1969)—so this principle seems compelling and is generally accepted in
decision theory. All decision-theoretic models that have been proposed as alternatives to
Expected Utility of which we are aware obey FOSD, including Weighted Expected Utility
(Dekel, 1986; Chew, 1989), Rank Dependent Utility (Quiggin, 1982, 1993), and (much of)
Prospect Theory (Tversky and Kahneman, 1992). Indeed, various theories of choice under
uncertainty have been amended explicitly to avoid failure to respect FOSD (Quiggin, 1990;
Wakker, 1993).

Example 1 To understand the relationship of our system of axioms to others,
assume that Ω consists of three mutually non-indifferent states Ω = {A,X,B}
with A � X � B, and picture the familiar Marschak–Machina triangle depicted
in the panels of Figure 1 in which each point represents a lottery aA+xX+ bB

10If the states yielded monetary outcomes, with preferred states yielding more money, this would reduce
to the usual definition of FOSD; see Quirk and Saposnik (1962), for example. Mas-Colell et al. (1995)
defines FOSD in terms of ranking by all increasing utility functions and establishes via a Proposition that
the two definitions are equivalent.
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over the states A,X,B (a = 0 on the horizontal edge, x = 0 on the hypotenuse,
and b = 0 on the vertical edge). Continuity implies that X is indifferent to some
lottery over A,B; say X ∼ 1

2A+ 1
2B. Assuming the other axioms, Independence

implies that the preference relation � admits an Expected Utility representa-
tion, so that the indifference curves in the triangle are parallel straight lines.
Hence, knowledge that X ∼ 1

2A + 1
2B completely determines � on the entire

triangle. In particular, 1
2A + 1

2X ∼
3
4A + 1

4B, 1
2X + 1

2B ∼
1
4A + 3

4B and so
forth (see Figure 1A).

Betweenness, which is a weaker axiom than Independence (and is the central
axiom in Weighted Expected Utility), implies that all indifference curves are
again straight lines but they need not be parallel; in particular, it may be that
1
2A + 1

2X ∼
1
8A + 7

8B and 1
2X + 1

2B ∼
1
10A + 9

10B (see Figure 1B). In this
example, the indifference curves “fan out,” becoming steeper (corresponding to
higher risk aversion) when moving northeast in the triangle. Rank Dependent
Utility and Prospect Theory allow for indifference curves that are not straight
lines and can “fan out” or “fan in,” especially near the triangle boundaries (see
Figure 1C).

Our system of axioms is weaker than any of these, but our system still has
bite. To see this, consider a lottery aA+ xX + bB and the lottery (a+ ε)A+
(x − ε)X + bB obtained by shifting ε of the probability mass from X to A.
Because State Monotonicity—together with the other axioms—implies respect
for FOSD, we see that

(a+ ε)A+ (x− ε)X + bB � aA+ xX + bB

Thus, our axioms imply that the preference relation � is increasing (from bot-
tom to top) along vertical lines. Similarly, � is increasing (from right to left)
along horizontal lines. It follows that the indifference curves of � must be “up-
ward sloping” (pointing northeast in the triangle)—but they can otherwise be
quite arbitrary (see Figure 1D).

As a concluding point, suppose we are given any family C of non-self-intersecting
curves that fill out the triangle and enjoy the following properties: no two
curves intersect; each curve connects a point on one of the sides AX,XB with
the hypotenuse AB. Any such family C constitutes the indifference curves of
a Complete, Transitive, Continuous preference relation �C defined on lotteries
(points in the triangle) by: Φ �C Ψ if and only if the indifference curve through
Φ is above the indifference curve through Ψ. Moreover, the preference relation
�C satisfies State Monotonicity (respects FOSD) if and only if each of the curves
C ∈ C is upward sloping: for each pair of points c, c′ on the same curve C, either
c is above and to the right of c′ or vice versa (see also Figure 1D).
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[Figure 1 here]

The DM’s preference relation � over all lotteries L(Ω) is fixed, but not known (to us).
We seek to deduce � but must base this deduction on observation/knowledge/inference of
only a subset of all comparisons. Our main focus is on a setting in which we observe only
the DM’s comparisons between pairs of social states and comparisons between pairs of
personal lotteries—but not comparisons between social states and personal lotteries. That
is, we observe the sub-relation �0 whose graph is:

graph(�0) = graph(�) ∩
([
L(P )× L(P )

]
∪
[
Ω× Ω

])
In Section 8 we consider a setting in which we also observe the DM’s comparisons between
social states and personal lotteries. That is, we observe the sub-relation �1 whose graph
is:

graph(�1) = graph(�) ∩
([

Ω ∪ L(P )
]
×
[
Ω ∪ L(P )

])
Observing �0 means observing the restriction of � to Ω and the restriction of � to L(P ),
whereas observing �1 means observing the restriction of � to Ω ∪ L(P ). Our main focus
is on the setting in which we observe �0 rather than �1 because the former seems more
natural and can more easily be presented in an experimental setting.

Example 2 To illustrate the difference between observing �0 and �1, consider
once again the setting in which Ω consists of the three states A,X,B. In
addition, assume that A,B are personal states and X is a social state for which
A � X � B (so that X is a social state that is not indifferent to any personal
state). We picture this in the Marschak–Machina triangle depicted in the panels
of Figure 2. The areas in the triangle shaded gray represent the ordering of
lotteries that can be inferred.

If we observe �0 we observe the ordering A �0 X �0 B and the ordering of lot-
teries between A,B but no others (see Figure 2A). State Monotonicity assures
us that from these observations we can infer the ordering of lotteries between
A,X and lotteries between X,B (see Figure 2B). The Continuity Axiom as-
sures us that X is indifferent to some lottery αA + (1 − α)B, but we do not
observe which lottery. If we observe �1 then we do observe which lottery—but
that is all (see Figure 2C). However, if we observe �1 and we assume that �
obeys Independence—and hence has an Expected Utility representation—then
observing which lottery completely determines � (see Figure 2D).

[Figure 2 here]

This example illustrates that the possibility of deducing the DM’s entire preference
relation � from a sub-relation depends not only on the amount that can be observed about
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� but also on the degree of rationality the observer ascribes to the DM—in particular on
whether the observer believes/assumes that the DM’s preferences obey the Independence
Axiom.

3 Deducing Preferences

We can now formalize our question in the following way: If we observe the sub-relation �0

can we deduce (infer) the entire preference relation �? In different words: is � (over all
social lotteries) the unique complete relation that extends the partial relation �0 (over so-
cial states and over personal lotteries) and obeys the axioms of Completeness, Transitivity,
Continuity, and State Monotonicity?

We show that a necessary and sufficient condition that it be possible to deduce the
entire preference relation � from the sub-relation �0 is that the DM finds every social
state to be indifferent to some personal state. When this necessary and sufficient condition
is not satisfied, there will be many lotteries in L(Ω) over which the preference ordering of
the DM � cannot be deduced from �0.

Theorem 1 Assume that the DM’s preference relation � satisfies Completeness, Transi-
tivity, Continuity, and State Monotonicity. In order that � can be deduced from �0 it is
necessary and sufficient that the DM finds every social state ω ∈ Ω \P to be indifferent to
some personal state ω̃ ∈ P .

Although we defer the proof of Theorem 1 to the Online Appendix, we note here that
the proof is more subtle than might have been expected. By definition, deducing � from
�0 means that � is the unique preference relation that extends �0 and satisfies the axioms.
Thus, to establish that the condition is necessary, we must show that if the condition fails
then we can construct a preference relation �∗ that differs from �, extends �0, and obeys
the axioms. As we shall see, guaranteeing that the candidate �∗ obeys State Monotonicity
will require some care.11

It might be useful to provide some interpretation of the condition that the DM finds
every social state ω ∈ Ω \ P to be indifferent to some personal state ω̃ ∈ P . Suppose
social states represent allocations of money to society—of which the DM is a member—in
addition to the current allocation and that the personal states are those social states in
which no (additional) money is allocated to others (which is the setting in our experiment).
To say that the DM finds every social state to be indifferent to some personal state means
that, for every possible allocation of additional money to society, there is some other
allocation that gives nothing additional to others and that the DM finds equally desirable.
Put loosely in political terms: no matter what is proposed for society, there is a “bribe”
that the DM could be offered that would leave him/her indifferent between accepting the

11Our Theorem 1 bears similarity to a special case of the results of (Nishimura et al., 2017). We elaborate
on this in the discussion of the related literature in Section 9.
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bribe and implementing the social proposal—and, implicitly, some “bribe” that the DM
would strictly prefer.

4 Testable Implications

This section provides a bridge between the general theory described above and our experi-
ment, which is designed to test the implications of the theory. We first describe the choice
domains in the experimental design and their theoretical properties, and then develop a
number of theoretical results that are testable on the basis of experimental observations.

It is convenient to isolate the argument for sufficiency in Theorem 1 and extend it to
a setting in which we consider only some family of lotteries, rather than all lotteries. To
this end, fix a non-empty set Π of probability vectors. For each non-empty subset Θ ⊂ Ω,
let LΠ(Θ) be the set of lotteries of the form p1θ1 + . . .+ pkθk, where (p1, . . . , pk) ∈ Π and
θ1, . . . , θk ∈ Θ. We identify the lottery p1θ + . . . + pkθ with θ itself, so Θ ⊂ LΠ(Θ). If Π
is the set of all probability vectors then LΠ(Θ) = L(Θ); in particular, LΠ(P ) = L(P ) and
LΠ(Ω) = L(Ω). Recall that observing �0 means observing the restrictions of � to Ω and
to L(P ). Thus, the following proposition generalizes the sufficient condition in Theorem 1.

Proposition 1 Let Π be a non-empty set of probability vectors and let � be a preference
relation on LΠ(Ω) that satisfies Completeness, Transitivity, Continuity, and State Mono-
tonicity. In order that � can be deduced from its restrictions �Ω to Ω and �LΠ(P ) to
LΠ(P ), it is sufficient that the DM finds every social state ω ∈ Ω \ P to be indifferent to
some personal state ω̃ ∈ P .

In the experiment there is a subject self (the DM) and an (unknown) other. The set
of social states Ω consists of monetary payout pairs (a, b), where b ≥ 0 is the payout for self
and a ≥ 0 is the payout for other. However, the set of lotteries we can present to (human)
subjects is limited; in fact we consider only equiprobable binary lotteries: 1

2(a, b) + 1
2(c, d).

In the framework of Proposition 2, Π = {(1
2 ,

1
2)} . To simplify notation, let L = LΠ(Ω) be

the set of all such equiprobable binary lotteries.12 Within L we distinguish three subsets:

PR = {1
2(0, b) + 1

2(0, d)}
SC = {1

2(a, b) + 1
2(a, b)}

SR = {1
2(a, b) + 1

2(b, a)}
12Fudenberg and Levine (2012) also study preference relations on the set L of equiprobable binary lotteries

but their purpose is quite different: they are primarily interested in social fairness. They show that familiar
theories of social fairness—Fehr and Schmidt (1999), Bolton and Ockenfels (2000), Charness and Rabin
(2002), Andreoni and Miller (2002), and Cox et al. (2008)—that are defined over riskless outcomes cannot
be extended to lotteries—even equiprobable binary lotteries—without violating either the Independence
Axiom or suggested notions of fairness over risky outcomes.
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Notice that whereas L is a 4-dimensional convex cone, each of the three subsets PR, SC,
SR is a 2-dimensional convex sub-cone and can be easily presented using our graphical
experimental interface (details are below).

Using different brackets 〈x, y〉, (x, y), [x, y] as reminders that we are thinking of the
pair x, y as representing, respectively, a personal lottery in PR, a social state in SC, and
a social lottery in SR, we can interpret choice in each domain—Personal Risk, Social
Choice, Social Risk—as choice in the corresponding subset above by making obvious
identifications:

Personal Risk 〈x, y〉 7→ 1
2(0, x) + 1

2(0, y)
Social Choice (x, y) 7→ 1

2(x, y) + 1
2(x, y)

Social Risk [x, y] 7→ 1
2(x, y) + 1

2(y, x).

Thus, in the Personal Risk domain, the objects of choice are equiprobable lotteries
in which self receives a payoff and other receives nothing. In this sense, choices in the
Personal Risk domain have consequences for the DM and only for the DM. In the
Social Choice domain the objects of choice are deterministic payout pairs for self and
other ; in the Social Risk domain, the objects of choice are equiprobable social lotteries
over symmetric pairs of payouts for self and for other.

Let �L be a preference relation on L and write �PR, �SC , �SR for its restrictions
(sub-preference relations) to PR, SC, SR, respectively. The restriction �PR of �L to PR
prescribes preferences over personal lotteries and the restriction �SC of �L to SC prescribes
preferences over social states. Thus to observe �0 in this setting is exactly to observe both
�PR and �SC so Proposition 2 provides a sufficient condition that �L can be deduced from
�PRand �SC . In particular, we can deduce the restriction �SR to SR from �PR and �SC .
That is, if we observe �PR and �SC , and every social state is indifferent to some personal
state (a condition that is determined completely by �SC), then we can deduce �SR.

But to test this implication, it is not enough to know just the mere fact that every social
state is indifferent to some personal state. For each social state we need to know a particular
personal state to which that social state is indifferent. For some of our subjects, this would
require making additional assumptions about the form, parametric or otherwise, of the
underlying preferences. However, for the two classes of subjects—selfish and impartial—
defined below, we can construct a formal nonparametric test.

Definition 1 We say that preferences �SC in the Social Choice domain are selfish if
(x, y) ∼SC (0, y) and symmetric if (x, y) ∼SC (y, x) for all (x, y). We say that the DM is
selfish when the preferences �SC are selfish and impartial when the preferences �SC are
symmetric.

For a selfish DM, we test whether choice behavior in the Personal Risk domain
coincides with choice behavior in the Social Risk domain; for an impartial DM, we
test whether that choice behavior in the Social Choice domain coincides with choice
behavior in the Social Risk domain (so an impartial DM is immune to social risk).
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With an obvious abuse of language, we shall say that preferences �PR in the Personal
Risk domain coincide with preferences �SR in the Social Risk domain provided that
for all x, y, x′, y′ it is the case that

〈x, y〉 �PR 〈x′, y′〉 ⇐⇒ [x, y] �SR [x′, y′].

Similarly, we say that preferences �SC in the Social Choice domain coincide with pref-
erences �SR in the Social Risk domain provided that for all x, y, x′, y′ it is the case
that

(x, y) �PR (x′, y′) ⇐⇒ [x, y] �SR [x′, y′].

In our experiments, we present subjects with a sequence of consumer decision problems:
selection of a bundle of commodities from a standard budget line. We write B for the set
of all budget lines with a typical budget line

B = {(x, y) ∈ Ω : pxx+ pyy = w}

where px, py > 0 and w is the DM’s budget. The DM can choose any allocation that
satisfies the budget constraint which represents an allocation between accounts x, y (cor-
responding to the usual horizontal and vertical axes). The actual payoffs of a particular
choice in a specific domain are determined by the allocation to the x and y accounts, ac-
cording to the particular domain—Personal Risk, Social Choice, Social Risk. With
these preliminaries in hand, we can state the theoretical predictions for selfish subjects and
impartial subjects in the experimental setting.

Proposition 2 If preferences �SC in the Social Choice domain are selfish then prefer-
ences �PR in the Personal Risk domain coincide with preferences �SR in the Social
Risk domain. In particular: if preferences �SC in the Social Choice domain are selfish
then choice behavior in the Personal Risk domain and choice behavior in the Social
Risk domain coincide. So if B is a budget line then 〈x, y〉 ∈ arg maxB(�PR) in the Per-
sonal Risk domain if and only if [x, y] ∈ arg maxB(�SR) in the Social Risk domain.

Proposition 3 If preferences �SC in the Social Choice domain are symmetric then
preferences �SC in the Social Choice domain coincide with preferences �SR in the
Social Risk domain. In particular: if preferences �SC in the Social Choice domain
are symmetric then choice behavior in the Social Choice domain and choice behavior in
the Social Risk domain coincide—so if B is a budget line then (x, y) ∈ arg maxB(�SC)
in the Social Choice domain if and only if [x, y] ∈ arg maxB(�SR) in the Social Risk
domain.

To summarize: selfish subjects find any (x, y) to be indifferent to (0, y)—we say that
(0, y) is the selfish equivalent of (x, y)—and impartial subjects find any (x, y) to be in-
different to (y, x). Thus, Proposition 2 asserts that, for selfish subjects, preferences �SR
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in the Social Risk domain coincide with preferences �PR in the Personal Risk do-
main. Proposition 3 states that for impartial subjects preferences �SR in the Social Risk
domain are immune to risk so these preferences coincide with the preferences �SC in the
Social Choice domain. We note that our theory does not rule out that preferences in the
Personal Risk and Social Risk domains can coincide �PR=�SR for non-selfish DM
and preferences in the Social Choice and Social Risk domains can coincide �SC=�SR
for the non-impartial DM, nor that preferences in other domains can coincide for selfish
and/or impartial DM.13

5 The Experiment

We next describe our experiment, which is designed to test the theory described above.
We conducted the experiment at the University of Bergen and NHH Norwegian School of
Economics. The 276 subjects in the experiment were recruited from undergraduate classes
in these institutions. Further information about the subject pool and full experimental
instructions, including the computer program dialog windows, are available in the Online
Appendix.

In our experiment, subjects choose a bundle from a budget line; the subjects can
choose any bundle that satisfies this constraint. A choice represents an allocation between
accounts x, y (corresponding to the usual horizontal and vertical axes). These budget lines
are presented using the graphical interface introduced by Choi et al. (2007b).14,15 Subjects

13For example, assume that the preferences in the Social Choice domain �SC can be represented by
the utility function proposed by Charness and Rabin (2002):

u(x, y) = (ρr + σs)y + (1− ρr − σs)x,

where, as in our notation, x is the payout for other and y is the payout for self, s = 1 (r = 1) if x > y (x < y)
and zero otherwise. The parameters ρ and σ allow for a range of different social preferences—proportionally
increasing ρ and σ indicates a decrease in self-interestedness whereas increasing the ratio ρ/σ indicates an
increase in concerns for increasing aggregate payoffs rather than reducing differences in payoffs. The DM
is selfish when σ = ρ = 0 and impartial when σ = ρ = 1. If we assume that �L (the induced preference
relation on L) admits an Expected Utility representation then �PR=�SR also for non-selfish DM and
�PR=�SR=�SC for impartial DM. We thank a referee for pointing this out.

14Ahn et al. (2014) extended the work of Choi et al. (2007a) on risk to settings with ambiguity. Building
on the experimental methodology and utilizing the CentERpanel (a nationally representative panel of
households in the Netherlands), Choi et al. (2014) relate findings on individual-level behaviors from the
experimental data with economic information and socio-demographic information on individuals. The
datasets of Choi et al. (2007a, 2014) have also been analyzed by Halevy et al. (2018), Polisson et al. (2020),
de Clippel and Rozen (2023), and Echenique et al. (2023), among others. Fisman et al. (2015b,a, 2017,
2023), and Li et al. (2017, 2022) build on the work of Fisman et al. (2007) to study social preferences with
different samples, including the American Life Panel (ALP) (a nationally representative U.S.-based sample).
Because all experimental designs share the same graphical interface, we are building on the expertise we
have acquired in previous work.

15Of course it is possible that presenting choice problems graphically biases choice behavior in some
particular way, but there is no evidence that this is the case. For instance: behavior in the Social
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make choices by using the computer mouse to move the pointer on the computer screen to
the desired point, and were restricted to allocations on the budget constraint.16

The actual payoffs of a particular choice in a particular experimental domain are de-
termined by the allocation to the x and y accounts, according to the particular domain. In
the experiment we consider three domains, corresponding to the domains discussed above:

• In the Personal Risk domain self (the subject) receives the tokens allocated to
one of the accounts x or y, determined at random with equal probability; the tokens
allocated to the other account are lost. This domain involves only risk to self —other
receives nothing—and is identical to the (symmetric) risk experiment of Choi et al.
(2007a).

• In the Social Choice domain, self receives the tokens allocated to y account,
while other (an anonymous other subject, chosen at random from the group of other
subjects in the experiment) receives the tokens allocated to the x account. This
domain involves only selfishness and altruism, and is identical to the (linear) two-
person dictator experiment of Fisman et al. (2007).

• In the Social Risk domain, self receives the tokens allocated to one of the accounts x
or y, determined at random with equal probability; other receives the tokens allocated
to the other account. This domain is new: it involves risky social choices (whose
consequences are not for self alone).

Each experimental subject faced 50 independent decisions in each of the three domains.
For each subject, the computer selected 50 budget lines randomly from the set of lines that
intersect at least one axis at or above the 50 token level and intersect both axes at or below
the 100 token level. Each subject faced exactly the same 50 budget lines in each domain,
but the order of presentation was randomized between domains. The budget lines selected
for each subject in his/her decision problems were independent of each other and of the
budget lines selected for other subjects in their decision problems. In the Personal Risk
and Social Risk domains, subjects were not informed of the account that was actually
selected until the end of the experiment. This procedure was repeated until all 50 rounds
were completed.17

domain elicited graphically (Fisman et al., 2007) is quite consistent with behavior elicited by other means
(Camerer, 2003), and behavior in the Personal Risk domain elicited graphically (Choi et al., 2007a) is
quite consistent with behavior elicited by other means (Holt and Laury, 2002).

16In the two-person dictator experiment of Fisman et al. (2007), choices were not restricted to lie on
the budget line. They report that most subjects had no violations of budget balancedness using a narrow
confidence interval (those who did violate budget balancedness also had many GARP violations even among
the subset of their choices that were on the budget constraint). All future experiments thus restricted choices
to allocations on the budget constraint, which simplified the decision problem and made the computer
program easier to use.

17The x- and y-axes were scaled from 0 to 100 tokens. The resolution compatibility of the budget lines
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The experimental subjects first faced the Social Risk domain (because it is the cen-
terpiece of the analysis). The order of the other experimental domains—Personal Risk
and Social Choice —was counterbalanced across sessions to balance out domain order
effects.18 At the beginning of the experiment subjects received only general instructions
on the experimental procedures and the use of the computer interface. At the beginning of
each domain, subjects received specific instructions for that domain but not for subsequent
domains. Each part of the experiment ended after all subjects had made all their decisions.

At the end of the experiment, the computer randomly selected one of the 50 decision
rounds from each of the three domains of the experiment to carry out for payoffs. The
round selected from each domain depended solely on chance. In the Social Choice and
Social Risk domains, each subject then received the tokens that he/she allocated to self
in the round and the subject with whom he/she was matched received the tokens that she
allocated to other. The computer program ensured that no two subjects were ever paired
as both self -other and other -self.19 Payoffs were calculated in terms of tokens and then
converted into money.20

6 Data Description

We next provide an overview of the basic features of the experimental data. The exper-
iments provide us with a very rich data set. For each subject we observe a choice from
each of 50 budget lines in each of the experimental domains—Personal Risk, Social
Choice, Social Risk—and this yields a rich data set that is well-suited to analysis at the
level of the individual subject without the need to pool data or assume that preferences
are identical across subjects. Most importantly, the changes in relative prices are such that
budget lines cross frequently. This means that our data lead to high power tests of revealed

was 0.2 tokens, and the appearance and behavior of the pointer were set to the Windows mouse default.
At the beginning of each decision round, the subject was presented with a budget line, with the pointer
positioned randomly on the line. At the end of each decision round, the experimental program dialog
window went blank, after which the entire setup reappeared for the next decision round.

18We also had an Observer treatment where each subject faced the same menu of 50 budget lines
representing monetary payoffs for two (anonymous) others, but that treatment does not provide testable
implications of our theory so we make no use of it here. The order effect analysis provided in the On-
line Appendix shows that subjects’ behaviors remain consistent regardless of the sequence in which the
experimental treatments—including the Observer—were presented.

19As is customary in social preference experiments (Andreoni and Miller, 2002; Fisman et al., 2007,
among others) each subject received two groups of tokens, one based on his/her own decision to allocate
tokens and another based on the decision of another random subject to allocate tokens. A concern with this
payout method is that it may create a sense of reciprocity among subjects. But in both Andreoni and Miller
(2002) and Fisman et al. (2007) the fraction given to other is about 20%, similar to the average reported
by Camerer (2003) in a summary of dictator games. The computer arranges pairings between subjects so
that if subject i could receive tokens from subject j then subject j could not receive tokens from subject i.

20Each token was worth 1.2 Norwegian Krone (NOK) (approximately 0.2 USD). A 100 NOK participation
fee and subsequent earnings, which averaged about 270 NOK, were paid in private at the end of the session.
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preference conditions (Choi et al., 2007b).

6.1 Aggregate Behavior

In this section, we provide an overview of some important features of the experimental
data, which we summarize by reporting the distribution of allocations in a number of
ways. The black histogram in Figure 3 below depicts the distribution (across individuals)
in the Social Choice domain of the average across all choices of the number of tokens
kept by self as a fraction of the total of tokens allocated to self and other ; that is, the
average across all choices of the fraction y/(x+ y). On the horizontal axis we show bins of
the average y/(x+y); on the vertical axis we show the fraction of subjects whose average is
in each bin. As might be expected, there were very few subjects whose averages are much
below the midpoint of 0.5; of our 276 subjects, only six (2.2%) kept on average fewer than
0.45 of the tokens and of these only two kept fewer than 0.4.

If we classify a subject as selfish if it allocates 95% of tokens to self in the Social
Choice domain (that is, the average satisfies y/(x + y) > 0.95) and as impartial if it
allocates 45-55% of tokens to self (that is, the average satisfies 0.45 < y/(x + y) < 0.55)
then, of our 276 subjects, 103 (37.3%) are classified as selfish and 19 (6.9%) are classified as
impartial. (In our formal tests of the theory, we offer alternative classifications of subjects
as selfish or impartial.) Among the 19 impartial subjects, two subjects always allocated
all their tokens to self when py < px and to other when py > px, which is consistent with
utilitarian preferences (with respect to money); two subjects always made approximately
equal allocations regardless of prices (with an average relative difference, |x−y|/(x+y), of
less than 0.05), which is consistent with Rawlsian preferences (with respect to money). As
the histogram in Figure 3 shows, there is a great deal of heterogeneity among the subjects
who are neither selfish nor impartial.

Because the Personal Risk and Social Risk domains are symmetric (the two ac-
counts x and y were equally likely) and budget lines are drawn from a symmetric distri-
bution, reporting the distribution of the average y/(x+ y) would not be very informative.
Instead, the dark and light gray histograms in Figure 3 depict the distributions in the
Personal Risk and Social Risk domains of the fraction of tokens allocated to the
cheaper account (that is, to x when px < py and to y otherwise). The distributions are
quite similar: both have a mode near the midpoint of 0.5, fall off sharply above the mid-
point, and have no observations below the midpoint of 0.5. Recall that because the two
accounts are equally likely, any decision to allocate fewer tokens to the cheaper account
would not respect FOSD.

Of our 276 subjects, 41 subjects (14.9%) allocated more than 0.95 of the the (available)
tokens to the cheaper account in the Personal Risk domain; this is consistent with risk
neutrality. 30 subjects (10.9%) allocated more than than 0.95 of the tokens to the cheaper
account in the the Social Risk domain; this is consistent with utilitarianism (in money).
Only 9 subjects (3.3%) allocated less than 0.55 of the tokens to the cheaper account in
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the Personal Risk domain, which is consistent with infinite risk aversion. And only 9
subjects (3.3%) allocated less than 0.55 of the tokens to the cheaper account in the Social
Risk domain, which is consistent with Rawlsianism (in money). Among the remaining
subjects, there is considerably heterogeneity in choice behavior in both the Personal
Risk and Social Risk domains.

[Figure 3 here]

6.2 Individual Behavior

The aggregated data above tells us little about the choice behavior of individual subjects.
To get some idea of the wide range of behavior observed, Figure 4 displays scatterplots of
choices of four subjects. For ease of exposition, we have chosen subjects who we classified
as selfish on the basis of their choices in the Social Choice domain. In these scatterplots,
each entry shows the subject’s relative demand y/(x+y) at a given log-price ratio ln (py/px)
in the Personal Risk and Social Risk domains. (We show all 50 choices for each subject
in each of these domains.) We chose these particular subjects because their behavior
corresponds to one of several prototypical preference relations and because their behavior
illustrates both the striking regularity within subjects and the heterogeneity across subjects
that is characteristic of all our data. These scatterplots also demonstrate the sensitivity
of decisions to changes in relative prices in terms of token shares in all domains. The
scatterplots for all subjects (in all domains) are available upon request.

[Figure 4 here]

Because all four of these subjects are selfish in the Social Choice domain, the pre-
diction of the theory is that their choice behavior in the Personal Risk domain should
coincide with their choice behavior in the Social Risk domain. This was true for three
of the subjects but not the fourth. ID 511 (see Figure 4A) allocated all the tokens to the
cheaper account in the Personal Risk and Social Risk domains; this behavior is consis-
tent with risk neutrality in the Personal Risk domain and utilitarianism in the Social
Risk domain. ID 635 (see Figure 4B) chose nearly equal expenditures (pxx = pyy) in the
Personal Risk and Social Risk domains; this behavior is consistent with maximizing
the utility function log x+ log y in both domains.21

ID 317 (see Figure 4C) allocated all the tokens to the cheaper account for extreme
price ratios but chose equal allocations for intermediate price ratios. In the Personal
Risk domain, this subject seems to be ‘switching’ between risk neutrality and infinite risk
aversion. Each of these behaviors is consistent with Expected Utility, but not with the
same underlying felicity function. This subject’s choices are suggestive of disappointment

21No selfish subject made nearly equal allocations in the Personal Risk and Social Risk domains; this
behavior would be consistent with infinite risk aversion in the Personal Risk domain and Rawlsianism in
the Social Risk domain.
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aversion (Dekel, 1986; Gul, 1991) where the safe allocation x = y is the reference point.22

Interestingly, this subject displays the same choice behavior in the Social Risk domain,
as the theory predicts. The fourth subject, ID 645 (see Figure 4D), almost always allocated
all the tokens to the cheaper account in the Personal Risk domain but not in the Social
Risk domain.

As noted, all four of the subjects in Figure 4 are selfish; the first three display the same
choice behaviors in the Personal Risk and Social Risk domains, as the theory predicts;
the fourth subject does not. Of course, these are special cases for which the regularities
in the data are very clear. Choice behavior is much less clear for many other subjects,
and there is no obvious taxonomy that allows us to classify all subjects unambiguously.
Furthermore, an inspection of scatterplots cannot provide an adequate test of the theory
for most subjects. This is the purpose of our individual-level revealed preference tests
described below.

6.3 Testing Rationality

Because subjects’ consistency (or lack of it) within a domain must be taken into account
when testing for consistency across domains, we begin by measuring the extent to which
subjects’ behavior in each of the three domains is consistent with utility maximization.
Afriat’s (1967) Theorem tells us that a finite number of individual choices can be rational-
ized by a well-behaved utility function if and only if the data satisfies GARP.23 Because
our subjects make choices in a wide range of budget lines, our data provide a strong test
of utility maximization.

Let {(pi,xi)}50
i=1 be the data generated by some individual’s choices, where pi denotes

the i-th observation of the price vector and xi denotes the associated allocation. An
allocation xi is directly revealed preferred to xj denoted xiRDxj if pixi ≥ pixj and strictly
directly revealed preferred if the inequality is strict. The relation indirectly revealed preferred
denoted xiRxj is the transitive closure of the directly revealed preferred relation. GARP
requires that if xi is indirectly revealed preferred to xj , then xj is not strictly directly
revealed preferred to xi.

We assess how well individual choice behavior complies with GARP by using Afriat’s
(1972) Critical Cost Efficiency Index (CCEI), which measures the fraction by which each
budget constraint must be tightened in order to remove all violations of GARP. Formally:

22The utility function in Gul (1991) takes the form min {αu (x) + u (y) , u (x) + αu (y)}, where α ≥ 1 is
a parameter measuring disappointment aversion and the safe allocation x = y is taken to be the reference
point. If α > 1 there is a kink at the 45-degree line, which corresponds to an allocation with a certain
payoff. Expected Utility is the special case when α = 1. See Choi et al. (2007a) for more information on
this representation.

23See Varian (1982, 1983) for more details. For excellent overviews of the literature, see Chambers and
Echenique (2016) and the papers by Afriat (2012), Diewert (2012), Varian (2012) and Vermeulen (2012)
published in a special volume of the Economic Journal on the foundations of Revealed Preference.
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for 0 ≤ e ≤ 1, define the direct revealed preference relation RD(e) as

xiRD(e)xj ⇐⇒ epixi ≥ pixj ,

and define R(e) to be the transitive closure of RD(e). The CCEI is the largest value of e
such that the relation R(e) satisfies GARP. By definition, the CCEI is between 0 and 1;
CCEI closer to 1 means the data are closer to perfect consistency with GARP and hence
to perfect consistency with utility maximization.

Mean CCEI’s across all subjects are 0.959, 0.952, and 0.902 in the Personal Risk, So-
cial Choice and Social Risk domains, respectively. Figure 5 depicts the distributions
of CCEI scores in our three domains. The horizontal axis presents bins of CCEI ranges;
the vertical axis indicates the percent of subjects whose CCEI is in each bin. The fact
that for most subjects, choices are sufficiently consistent to be considered utility-generated
in all three domains is a striking result in its own right (more below). Nevertheless, the
distribution of CCEI scores is generally further to the left for the Social Risk domain.
This might be expected, because the Social Risk domain seems more complicated and
less familiar than the other domains. Of our 276 subjects, the CCEI scores of 248 (89.9%)
and 237 (85.9%) subjects were above 0.90 in the Personal Risk and Social Choice
domains, respectively, while only 193 (69.9%) were as high in the Social Risk domain.24

[Figure 5 here]

We interpret the CCEI scores as confirmation that subject choices are generally consis-
tent with utility maximization but there is no natural threshold for determining whether
subjects are close enough to satisfying GARP. To provide additional evidence, we follow
Bronars (1987), which builds on Becker (1962), and compare the behavior of our actual
subjects to the behavior of simulated subjects who randomize uniformly on each budget
line. Mean CCEI’s for 100,000 simulated subjects are only 0.585. Figure 6 compares the
distributions of the minimum and maximum CCEI scores in the three domains for the
actual subjects to the distribution of the CCEI scores generated by the simulated subjects.
This provides a clear graphical illustration of the extent to which subjects did worse than
choosing consistently and the extent to which they did better than choosing randomly. Of
our 276 subjects, 160 (58.0%) subjects have a minimum CCEI score above 0.90, while only
a very few simulated subjects have CCEI’s that high.

[Figure 6 here]

The Bronars (1987) test rules out the possibility that consistency is the accidental result
of random behavior, but it cannot tell whether utility maximization is the correct model.

24For comparison, Cappelen et al. (2023) compare the consistency of the choices of students in the US and
Tanzania in the Personal Risk domain. If we follow the threshold of 0.9 for the CCEI, the corresponding
percentages are 85.7% and 52.3% for the US and the Tanzania subjects, respectively.
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To this end, Choi et al. (2007b) and Fisman et al. (2007) propose generating a sample
of hypothetical subjects who maximize a utility function with an idiosyncratic preference
shock that has a logistic distribution.25 Their analysis provides a clear benchmark of the
extent to which subjects do worse than choosing consistently and the extent to which
they do better than different levels of bounded rationality, and demonstrates that if utility
maximization is not in fact the correct model, then our experiment is powerful enough to
detect it. We refer the interested reader to Choi et al. (2007b, 2014) for more details on the
use of GARP to test for consistency and a discussion of various alternative measures that
have been proposed for this purpose by Varian (1990, 1991), Echenique et al. (2011) and
Houtman and Maks (1985).26 The subjects’ CCEI scores, and the alternative consistency
scores, in the three domains are available from the authors upon request. In practice, all
indices yield similar conclusions.

7 Testing the Theory

As explained in Section 4, to test the predictions of our theory for a given subject, we need
not only to know that the subject finds each social state to be indifferent to a personal state,
but also to identify which social states are found indifferent to which personal state. For
some of our subjects, this would require postulating a parametric form for the underlying
utility function. However, as we have shown, for selfish and for impartial subjects the
predictions of our theory are testable:

• If the subject’s preferences�SC in the Social Choice domain are selfish then prefer-
ences in the Personal Risk and in the Social Risk domains coincide: �PR=�SR
(Proposition 2).

• If preferences �SC in the Social Choice domain are symmetric then preferences in
the Social Choice domain and preferences in the Social Risk domain coincide:
�SC=�SR (Proposition 3).

25Specifically, the hypothetical subjects implement (with error) the power utility function (commonly
employed in the empirical analysis) in the Personal Risk domain and a constant elasticity of substitution
(CES) utility function for giving (also commonly employed in the empirical analysis) in the Social Choice
domain.

26Varian (1990, 1991) refined Afriat’s CCEI to provide a score that reflects the minimum adjustment
required to eliminate the violations of GARP associated with each budget constraint. The score of Echenique
et al. (2011) is based on the idea that an individual who violates GARP can be exploited as a “money
pump.” The discrepancies between the CCEI and the Varian (1990, 1991) score and the money pump score
are discussed in Echenique et al. (2011). Houtman and Maks (1985) finds the largest subset of choices that
is consistent with GARP.
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7.1 Subject Classification

We have defined a subject to be selfish if its preferences in the Social Choice domain
are selfish—obey (x, y) ∼SC (0, y) for all (x, y). Such a subject would allocate all tokens
to self in the Social Choice domain so y/(x+ y) = 1. To allow for errors, we set lower
thresholds: 0.99, 0.975, 0.95, and 0.90. Using these thresholds, of our 276 subjects, 68
(24.6%), 86 (31.2%), 103 (37.3%), and 129 (46.7%) of subjects, respectively, are classified
as selfish.

Similarly, we have defined a subject to be impartial if its preferences in the Social
Choice domain are symmetric—obey (x, y) ∼SC (y, x) for all (x, y). One way to classify a
subject as impartial is by requiring that the average of the tokens kept as a fraction of the
sum of the tokens kept and given y/(x+ y) is between 0.45 and 0.55. By this criterion, 19
(6.9%) are classified as impartial. An alternative approach to classify a subject as impartial
builds on the revealed preference techniques used above. If a subject has a complete and
transitive preference ordering �SC in the Social Choice domain then the choice data in
that domain should satisfy GARP. If the subject is also impartial—that is, preferences �SC
in the Social Choice domain are also symmetric—then the union of the data and the
mirror-image data (and a fortiori, any 50-element subset of this union) should also satisfy
GARP.27 By definition, the CCEI score for the combined data set can be no bigger than
the CCEI score for the actual data. Relying on Nishimura et al. (2017), Polisson et al.
(2020) provide an easy-to-implement (necessary and sufficient) test of whether preferences
are also symmetric.

Because, as we have already noted, for many subjects, choices do not satisfy GARP
exactly, we draw at random 10,000 50-element subsets from the union of the data and
the mirror-image data, where each draw is made independently and with equal probability
from the data or the mirror-image data. The actual data set from the Social Choice
domain is obviously a particular realization of the permuted data sets. If preferences
�SC in the Social Choice domain are symmetric, we should expect the CCEI of scores
of the permuted data sets to be at least very close to the actual CCEI score; if these
scores are substantially below then we should reject the null that preferences �SC in the
Social Choice domain are symmetric.28 By this criterion, of our 276 subjects, we classify
30 (10.9%), 33 (12.0%), and 37 (13.4%) subjects as impartial using 10%, 5%, and 1%
significance levels, respectively. Of the 19 subjects classified as impartial by keeping an
intermediate fraction on average ()0.45 < y/(x+ y) < 0.55), 16 (84.2%) are also classified

27The data generated by a subject’s choices are
{(
x̄i, ȳi, xi, yi

)}50

i=1
, where (x̄i, ȳi) are the endpoints of the

budget line. Thus, the i-th budget line is given by xi/x̄i +yi/ȳi = 1 and the price ratio pix/p
i
y = ȳi/x̄i. The

mirror-image data are obtained by reversing the prices and the associated allocation for each observation{(
ȳi, x̄i, yi, xi

)}50

i=1
.

28The permutation tests we use for this purpose are similar to those we use to test Propositions 2 and
3; the discussion in the following subsection explains how we do this, so we skip the technical details here
and refer the interested reader to the Online Appendix.
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as impartial by the nonparametric revealed preference test at all significance levels.29

Finally we note that among the selfish subjects there is substantial heterogeneity in
choice behaviors in the Personal Risk and in the Social Risk domains, and among
the impartial subjects there is substantial heterogeneity in choice behaviors in the Social
Choice and in the Social Risk domains; this facilitates a serious test of the implications
of the theory for these subjects (more below).

7.2 A Nonparametric Test

To test whether preferences, and hence choice behavior, in two domains coincide, an obvious
approach would be to compare the two choices (one in each domain) from each budget
line. However, such an obvious approach will not do, for several reasons. The first is
that while different choices might arise from different preferences, they might also arise
from indifference; there is no reason to believe optimal choices are unique. The second is
that many choices involve errors, so—even if we were to assume that optimal choices are
unique—different choices might arise from different realizations of errors. And, once we
admit the possibility of errors, it is not clear how far apart choices should be to be regarded
as different.

An alternative approach would be to impose parametric forms for the underlying utility
functions in the different domains, derive the associated demand functions, fit these to the
data, and test to see if they conform to the special restrictions imposed by the theory.
The inherent shortcomings of this approach are precisely that it is parametric: The utility
functions postulated must be good approximations of the “true” underlying preferences—
a hypothesis that is not directly testable—and the conclusions will be sensitive to the
functional forms, the estimation technique, and the manner in which the error term is
introduced.

Instead we create an individual-level nonparametric permutation test (Good, 2005).
This approach builds on the revealed preference techniques used above to test the con-
sistency of choice behavior within each domain to test for consistency of choice behaviors
across domains. It is nonparametric, making no assumptions about the form of the sub-
ject’s underlying utility functions in the three domains—Personal Risk, Social Choice
and Social Risk—and allowing for the reality that subjects’ behavior is not perfectly con-
sistent with utility maximization.

The basis of our test is the following observation: If a subject has a complete and
transitive preference ordering �I in some domain I then the set of choices in that domain
should satisfy GARP. If preferences �I and �J in the domains I and J (respectively) are

29For comparison, of our 276 subjects, we reject that preferences in the Personal Risk domain are sym-
metric for only 4 (1.8%), 10 (3.6%), and 14 (5.1%) using 1%, 5%, and 10% significance levels, respectively.
The corresponding numbers in the in the Social Risk domain are also very small—8 (2.9%), 17 (6.2%),
and 26 (9.4%). We note that in the case where the states are equally likely (as in our Personal Risk
and Social Risk domains), requiring preferences to respect FOSD is equivalent to requiring them to be
symmetric.
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the same—that is, �I=�J—then the union of the sets of choices in these two domains
(and a fortiori, any 50-element subset of this union) should also satisfy GARP. However,
our actual test cannot be so simple because, as we have already noted, for many subjects,
choices in a given domain do not satisfy GARP exactly, so we should certainly not expect
that choices across two domains should satisfy GARP exactly. Instead, we view the ob-
served choice from a given budget line B ∈B in domain I as a random draw from some
distribution function FBI over all allocations that satisfy the budget constraint. If prefer-
ences are the same in the two domains I and J , then choices in the two domains should
be independent draws from the same distribution function—that is, FBI = FBJ . This is the
null hypothesis we test.

Formally, let {(pi,xi
I)}50

i=1 and {(pi,xi
J )}50

i=1 be the data generated by some individual’s
choices in the two domains I and J , where pi denotes the i-th observation of the price
vector and xi

I and xi
J denote the associated choices in domains I and J , respectively.

There are
(

100
50

)
possible distinct 50-element subsets of this union; each such subset is

formed by drawing the choice from domain I or J for each of the 50 budget lines pi.
(Recall that subjects see the same 50 budget lines in each domain.) Clearly we cannot
examine all

(
100
50

)
possible subsets; instead we draw 10,000 subsets at random, where each

draw is made independently and with equal probability from the choice in I or from the
choice J .

Note that the actual data sets from domains I and J are simply the particular re-
alizations in which each choice happened to be drawn from the same domain. Similarly,
the actual CCEI scores in the two domains I and J , denoted by eI and eJ respectively,
are simply realizations from the distribution of CCEI scores calculated for each of the per-
muted data sets {(pi,xi)}50

i=1 we draw. If eI , eJ = 1 (so actual choices within each domain
I and J are perfectly consistent), we should expect the CCEI of scores of the permuted
data sets to be equal to 1—or at least very close; if these scores are substantially below 1
then we should reject the null that preferences in two domains I and J coincide—that is,
�I=�J .30

To obtain a distribution function F for the test statistic under the null hypothesis, for
each subject we randomly draw 10,000 data sets {(pi,xi)}50

i=1, calculate the CCEI score for
each of these data sets, and compare the distribution of CCEI scores to the actual CCEI
scores eI and eJ . Set e− = min{eI , eJ } and e+ = max{eI , eJ } and let p− and p+ be the
corresponding p-values. Under the null, we approximate

p− = (1− F̂ (t− ε))2 and p+ = 1− (F̂ (t− ε))2,

where F̂ is the estimate of the permutation distribution function F and ε > 0 is small

30In the permutation test, we focus on the CCEI, which offers a straightforward interpretation and is
the most commonly used index in the revealed preference literature. Performing the test using the other
indices we have mentioned—Varian (1990, 1991), Echenique et al. (2011) and Houtman and Maks (1985)—
for each subject for each of our 10,000 permuted datasets is computationally intensive, especially if, roughly
speaking, there were a large number of GARP violations.
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(introduced to account for discrete bunching in the permuted CCEI scores illustrated in
Figure 7 below). To counteract the problem of multiple comparisons, in addition to p−

and p+ we also use the Bonferroni correction,

min{2 min{p−, p+}, 1},

as our p-value. This is known to be conservative but difficult to improve on without
imposing further structure (Bland and Altman, 1995).

To illustrate our test, we consider the four selfish subjects identified in Figure 7. Because
the preferences �SC of these subjects in the Social Choice domain are selfish then their
preferences in the Personal Risk and in the Social Risk domains should coincide
�PR=�SR (Proposition 2). Each panel of Figure 7 presents a histogram of the permuted
CCEI scores and the two actual CCEI scores from the Personal Risk and Social Risk
domains for one of these selfish subjects. For ID 505 (see Figure 7A) e− = 1 and all the
permuted CCEI scores are also equal to 1 so we do not reject the null that this subject’s
preferences in Personal Risk and Social Risk domains coincide: �PR=�SR. However,
for ID 729 (see Figure 7B), e− < e+ < 1 and all permuted CCEI scores are below e− so
we do reject the null that �PR=�SR.

For the other two subjects identified in Figure 7 it is more difficult to draw clear
conclusions because many of the permuted CCEI scores for these subjects lie (weakly)
between e− and e+. For ID 514 (see Figure 7C), e+ is sufficiently far into the (right) tail
of the permuted CCEI scores that the Bonferroni correction allows us to reject the null
that �PR=�SR. For ID 502 (see Figure 7D), e− and e+ are not extreme with respect to
the distribution of the permuted CCEI scores, and we cannot reject the null �PR=�SR.
(Diagrams for all subjects are available upon request.)

[Figure 7 here]

Table 1 provides population-level summaries of the individual-level test results. Table
1A tabulates the number of subjects we classify as selfish/non-selfish and Table 1B tabu-
lates the number of subjects we classify as impartial/non-impartial, based on their choices
in the Social Choice domain, as discussed above. We present the results—using the
Bonferroni correction—for the conventional significance levels 1% (left panels), 5% (mid-
dle panels) and 10% (right panels). In each cell of Table 1, we tabulate the percent of
subjects for whom we can reject the null that preferences coincide. In Table 1A (resp.
Table 1B), the top entry at each cell is for the selfish (resp. impartial) subjects and the
bottom entry is for the non-selfish (resp. non-impartial) subjects.

In column (1) of each panel, we test the null that preferences in the Personal Risk
and Social Risk domains coincide (�PR=�SR); in column (2) we test the null that
preferences in the Social Choice and Social Risk domains coincide (�SC=�SR); in
column (3) we test the null that preferences in the Personal Risk and Social Choice
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domains coincide (�PR=�SC). In column (4) of each panel, we test the null that prefer-
ences in all three domains—Social Choice, Personal Risk and Social Risk—coincide
(�SC=�PR=�SR).31 We thus test the theoretical predictions above—that the preferences
coincide in Personal Risk and Social Risk �PR=�SR for the selfish subjects (Propo-
sition 2) and in Social Choice and Social Risk �SC=�SR for the impartial subjects
(Proposition 3). The tests of the theoretical predictions reported in column (1) in Table
1A and column (2) in Table 1B are presented in bold type. In addition to testing our
theoretical predictions, the tests that preferences in other domains coincide might reveal
other linkages between preferences, about which our existing theory has little to say.

[Table 1 here]

Selfish (Table 1A) At the 1% percent significance level, we reject the null
that preferences coincide in the Personal Risk and Social Risk domains
(Proposition 2) for only 5.9%-9.3% of the selfish subjects across all classifica-
tions (I)-(IV). The corresponding rejection rates for non-selfish subjects are also
low, ranging between 14.7% and 16.3%, but substantially higher than the re-
jection rates for the selfish subjects (see column (1), left panel). At the 5% and
10% percent significance levels, we reject the null that preferences coincide in
the Personal Risk and Social Risk domains for 20.4%-25.6% of the selfish
subjects. The rejection rates for the non-selfish are quite similar, ranging from
22.4% to 31.8% (see column (1), middle and right panels). As we pointed out
above, our theory does not rule out that preferences coincide in the Personal
Risk and Social Risk domains also for non-selfish subjects. We reject the
null that preferences coincide in any other two domains—as well as in all three
domains—for nearly all selfish subjects and the majority of non-selfish subjects
at all significance levels (see columns (2)-(4)).

Impartial (Table 1B) At all significance levels, we reject the null that prefer-
ences coincide in the Social Choice and Social Risk domains (Proposition
3) for 15.8%-35.1% of the impartial subjects across all classifications (I)-(IV).
The corresponding rejection rates for the non-impartial subjects are substan-
tially higher, ranging between 86.0% to 95.0%. The rejection rates of both
impartial and non-impartial subjects are very similar across significance lev-
els (see column (2)). However, among the impartial subjects we also reject
the null that preferences coincide in the Personal Risk and Social Choice
domains—as well as in all three domains—at even lower rates at the 1% and

31Testing that the preferences in all three domains coincide is an obvious extension of testing that prefer-
ences in two domains coincide, so we skip the technical details to economize on space and refer the reader
to the Online Appendix.
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5% significance levels (see columns (3) and (4), left and middle panels). As we
pointed out above, our theory does not rule out that preferences also coincide
in the Personal Risk and Social Risk domains for impartial subjects. Per-
haps as expected, for the impartial subjects, we reject the null that preferences
coincide in the Personal Risk and Social Risk domains at similar rates as for
the non-selfish subjects (see column (1)).32

Our conclusion from this theoretical/empirical exercise is that for the large majority
of selfish and impartial subjects, the theoretical predictions are well supported by the
experimental data.

7.3 Power Analysis

Finally, we generate a benchmark with which we can compare our finding that, for most
selfish and impartial subjects, the preferences coincide, exactly as Propositions 2 and 3
predict. We focus on Proposition 2 and add noise to the actual choices of the subjects
who we classify as selfish according to classification III (Table 1A). Specifically, we assign
a probability µ of replacement, and for each choice in each of the 10,000 randomly drawn
data sets from the Personal Risk and the Social Risk domains, with probability µ
we replace the actual choice with a choice drawn randomly and independently from the
uniform distribution over all allocations on the budget line that allocate more tokens to
the cheaper account.33

We then calculate the CCEI score for each of these data sets and retest, using the
Bonferroni correction, to see whether �PR=�SR, as the theory predicts for selfish subjects.
Rejecting the null that �PR=�SR when we replace only a small fraction of actual choices
with random choices will demonstrate that the experiment is sufficiently powerful to detect
if our theory is not in fact the correct model. The results are presented in Table 2 below.

Table 2A reports the fraction of selfish subjects for whom we reject the null that
�PR=�SR at the 1% (top panel) 5% (middle panel) and 10% (bottom panel) levels when
we replace the actual choices with random choices with probabilities µ = 0, 0.05.0.1, 0.15, 0.2.
(Keep in mind that µ = 0 means we are using actual choices.) The results show there is a
much higher probability that we reject the null even when only a few individual choices are
replaced with random choices. Table 2B reports the results of a similar test of Proposition

32We replicate the tests reported in Table 1B for symmetric preferences—using the union of the data
and the mirror-image data—and obtain quantitatively very similar results. We thus conclude that when
preferences coincide, they are the same symmetric preferences for most subjects. To economize on space,
the results are relegated to the Online Appendix.

33In the Personal Risk and Social Risk treatments, any decision to allocate fewer tokens to the
cheaper account is a violation of respect for FOSD because there are other feasible allocations that yield
unambiguously higher monetary payoffs. Overall, the choices made by subjects in our experiment show very
low rates of FOSD violations, so we restrict the random choices to allocations that allocate more tokens to
the cheaper account (positions on the longer side of the budget line relative to the 45-degree line).
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3—the fraction of subjects who we classify as impartial according to classification VII (Ta-
ble 1B) for whom we reject the null that �SC=�SR—also yields the same conclusion. We
obtain consistent results with the other classifications of subjects as selfish and impartial.

[Table 2 here]

8 Observing More

In our main theoretical result—and in the experiment—we assume that we can observe
the restrictions �0 of � to Ω and to L(P ). That is, we observe the DM’s comparisons
between social states and the DM’s comparisons between personal lotteries— but not the
DM’s comparisons between social states and personal lotteries. For completeness, we now
discuss the setting in which we can observe the restriction �1 of � to Ω∪L(P ). That is, in
addition to observing the DM’s comparisons between social states and between personal
lotteries, we also observe the DM’s between social states and personal lotteries.

Perhaps surprisingly, Theorem 2 below shows that, in the absence of additional strong
assumptions about the DM’s preferences, observing comparisons between social states and
personal lotteries is no help at all: exactly as with �0, in order to deduce the complete
preference relation � from the incomplete relation �1 it is necessary and sufficient that
the DM finds every social state to be indifferent to some personal state.

Theorem 2 Assume that the DM’s preference relation � satisfies Completeness, Transi-
tivity, Continuity, and State Monotonicity. In order that � can be deduced from �1 it is
necessary and sufficient that the DM finds every social state ω ∈ Ω \P to be indifferent to
some personal state ω̃ ∈ P .

However, Theorem 3 below shows that if we are willing assume that the DM’s prefer-
ences � obey the Independence Axiom, and hence have an Expected Utility representation,
then observing comparisons between social states and personal lotteries makes a big differ-
ence: in order to deduce the complete preference relation � from the incomplete relation
�1 it is necessary and sufficient only that the DM finds every social state to be indifferent
to some personal lottery. (In light of the Continuity Axiom, the DM will find every social
state to be indifferent to some personal lottery exactly when the DM finds every social
state to be ranked (weakly) between two personal states; equivalently, when the best and
worst social states are viewed as indifferent to personal states.)

Theorem 3 Assume that the DM’s preference relation � satisfies Completeness, Transi-
tivity, Continuity, and Independence (and hence admits an Expected Utility representation).
In order that � can be deduced from �1 it is necessary and sufficient that the DM finds
every social state ω ∈ Ω \ P to be indifferent to some personal lottery

∑
i piωi ∈ L(P ).
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9 Related Literature

From a purely technical point of view, our paper poses a problem in decision theory:
under what circumstances is a preference relation over some set of lotteries completely
determined by its restriction to a subset of lotteries? Grant et al. (1992), which is closest
to the present work, pose the problem in the context of lotteries whose outcomes are
commodity bundles and lotteries whose outcomes are monetary payoffs. Given fixed prices
for commodities, they seek conditions guaranteeing that preferences over lotteries whose
outcomes are commodity bundles are completely determined by the restrictions of those
preferences to lotteries whose outcomes are monetary payoffs; the sufficient condition they
identify is one we call State Monotonicity (and they call Degenerate Independence).

But because our intent is different from Grant et al. (1992), we pose different questions
and face quite different issues. In particular, although prices play a crucial role for Grant
et al. (1992) (prices mediate between monetary outcomes and consumption bundles), prices
play no role at all in our setting. More subtly, the central issue in our setting is whether
all choices in a larger set (social choices) have equivalents (are viewed as indifferent to)
choices in a smaller set (personal choices). In Grant et al. (1992) it is assumed that all
choices in the larger set have equivalents in the smaller set; the central issue is whether
this condition is strong enough to determine preferences over lotteries.

Our Theorem 1 bears a family resemblance to a special case of the results of (Nishimura
et al., 2017). They consider a universal set X of alternatives, a pre-order D on X, a set
A of non-empty subsets of X, and a choice correspondence c : A⇒ X. Given these data,
their Theorem 1 provides a necessary and sufficient condition—a generalization of Afriat’s
(1967) cyclic consistency—that there exist a preference relation � on X that rationalizes
the given choice correspondence and respects the pre-order D. In particular, if X is a set
of lotteries, a necessary and sufficient condition on the choice correspondence c : A⇒ X in
order that it be rationalizable by a preference relation that respects FOSD is that the pre-
order D respects FOSD (that is, lotteries x, y ∈ X satisfy xD y exactly when x first-order
stochastically dominates y).

Like Theorem 1 in (Nishimura et al., 2017), our Theorem 1 addresses preference rela-
tions that respect FOSD. However, where their Theorem 1 provides necessary and sufficient
conditions for the existence of such a preference relation subject to the constraint that it
be consistent with a prescribed family of choices, our Theorem 1 provides necessary and
sufficient conditions for the uniqueness of a given preference relation subject to the con-
straint that it be consistent with a prescribed family of preference comparisons. In our
context, Theorem 1 of (Nishimura et al., 2017) is trivial, because we are given a preference
relation on the set X = L(Ω) of alternatives.34

34We note that the argument given by (Nishimura et al., 2017) et al is non-constructive—it employs
Szilprajn’s extension theorem, which relies on the axiom of choice; moreover, there is no discussion of
uniqueness or lack of it. By contrast, our argument establishing that uniqueness fails when our conditions
are not satisfied is entirely constructive.
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Finally, we will not attempt to review the large and growing literature that examines—
theoretically and/or experimentally—social preferences in the presence of risk.35 These
papers seek to disentangle concerns for ex-ante and ex-post fairness—the fairness of op-
portunities, rules, or processes versus the fairness of realized outcomes. The empirical
findings in this literature have been mixed: Some of the experimental papers provide evi-
dence of both ex-ante and ex-post fairness(Brock et al., 2013; Cappelen et al., 2013), while
others argue that concerns for ex-ante fairness can largely account for the experimental
data (Krawczyk and Le Lec, 2016). A recent paper that is particularly relevant to our
study is Feldman and López Vargas (2024). They also present subjects with a sequence
of choices from budget lines in different domains where each choice has consequences for
self and for an other. Two of their domains are similar to our Social Choice domain
and Social Risk domain. In another domain, both self and other receive the number of
tokens allocated to one of the accounts x or y, determined at random with equal proba-
bility. They propose and estimate a parametric model that accommodates both ex-ante
and ex-post fairness considerations, so the overall goal of their study is very different from
ours. Feldman and López Vargas (2024) also provide an excellent review of this literature
that the reader may wish to consult.

10 Concluding Remarks

This paper asks whether it is possible to infer a decision-maker’s (DM’s) attitude toward
risk over social choices (choices that affect both the DM and others) from the DM’s attitude
toward risk over personal choices (choices that affect only the DM). To answer this question,
we formulate a simple and natural model and establish necessary and sufficient conditions
that such an inference be possible. We then design and execute an experiment to test the
theory. Among those experimental subjects for whom the theory makes clear predictions,
we find substantial agreement with those predictions.
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Figure 1: An illustration of the axioms in the Marschak–Machina triangle
 

 

 

 

 

 X 

. 5A + .5  

. 75 + .25  

. 5 + .5  

 X 

. 5 + .5  

. 875 + .125  

. 5 + .5  

 

. 25 + .75  

. 5 + .5  

. 1 + .9  

. 5 + .5  

 X 

. 5 + .5  

. 875 + .125  

. 5 + .5  

 

. 1 + .9  

. 5 + .5  
X 

. 5 + .5  

. 875 + .125  

. 5 + .5  

 

. 1 + .9  

. 5 + .5  
 

A

C D

B

Note: (A) The preference relation � admits an Expected Utility representation. The
indifference curves in the triangle are parallel straight lines. (B) The preference relation
� only admits a Weighted Expected Utility representation. The indifference curves are
straight lines but they need not be parallel. (C) The indifference curves are not straight
lines as in Rank Dependent Utility and Prospect Theory. (D) The preference relation �
obeys only State Monotonicity and—in the presence of the other axioms—respects FOSD.
The indifference curves are “upward sloping” but can otherwise be quite arbitrary.
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Figure 2: The difference between observing �0 and �1 in the Marschak–Machina triangle
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Note: The areas in the triangle shaded gray represent the ordering of lotteries that can be
inferred. (A) If we observe �0 we observe the ordering A �0 X �0 B and the ordering
of lotteries between A,B—but no others. (B) If we observe �0 and we assume State
Monotonicity we can infer the ordering of lotteries between A,X and lotteries between
X,B. (C) Continuity assures us that X is indifferent to some lottery aA+ (1− a)B, but
if we observe only �0 then we do not observe which lottery, but if we observe �1 then we
do observe which lottery. (D) If we observe �1 and assume that � obeys Independence
then observing which lottery completely determines �.
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Figure 3: The distributions of the average token shares in the three domains
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Social Choice domain: the average fraction of tokens kept by self. Personal Risk and
Social Risk domains: the average fraction of tokens allocated to the cheaper account
(that is, to x when px < py and to y otherwise).
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Figure 5: The distributions of CCEI scores in the three domains
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Note: The CCEI is bounded between 0 and 1. The closer the CCEI is to 1, the smaller
the perturbation of the budget constraints required to remove all violations and thus the
closer the data are to satisfying GARP.
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Figure 6: The power of the GARP test
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lines in the same way as the human subjects do.
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Table 2: The power of the test of Propositions 2 and 3

A. Testing Proposition 2, rejection rates
Significance Probability of random choice replacement (µ)

level 0 5% 10% 15% 20%

1% 0.078 0.175 0.379 0.553 0.718

5% 0.204 0.233 0.592 0.786 0.845

10% 0.223 0.408 0.748 0.874 0.913

B. Testing Proposition 3, rejection rates

Significance Probability of random choice replacement (µ)

level 0 5% 10% 15% 20%

1% 0.158 0.158 0.263 0.526 0.632

5% 0.158 0.158 0.526 0.632 0.737

10% 0.158 0.263 0.579 0.684 0.737

Note: Panel A (resp. B) tabulates the percent of selfish (resp. impartial) subjects for
whom we reject the null that �PR=�SR (resp. �SC=�SR) at the 1%, 5% and 10%
levels when we replace the actual choices with random choices with different probabilities
µ = 0, 0.05.0.1, 0.15, 0.2. In panel A (resp. B), the subjects are those who we classify as
selfish (resp. impartial) according to classification III in Table 1A (resp. classification VII
in Table 1B).
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