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Abstract: Economic recovery is longer in service-providing economies than in goods-producing 

economies. Services cannot be produced and inventoried ahead of demand; goods can. We are 

the first to document this macroeconomic repercussion of the sectoral shift away from the 

secondary sector toward the tertiary sector, that is, of deindustrialization and the rise of 

services. We distinguish between non-tradable services and all other sectors, using U.S. state-

level employment data for post-1960 recessions. Concerns over the endogeneity of services are 

addressed in two ways: by using 3-year pre-recession averages of sector shares, and separately 

by invoking instrumental variables. Our results are robust to alternative specifications. The 

increase in service production and deindustrialization in the United States over the last half-

century lengthens the trough-to-peak employment recovery from recessions by about 40 percent.  
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Recovery from recessions in the United States takes longer today than in the past. This 

change has not happened because recessions are longer. Nor has it occurred because recessions 

are deeper than in the past. Instead we find that the lengthening of economic recoveries is 

associated with what some have termed deindustrialization—the shift of production out of goods 

and into services. We establish the empirical fact that service-based economies take longer to 

recover from recessions and suggest two possible mechanisms—inventories and exports—that 

might explain our findings.  

A deindustrializing economy produces proportionately more services and fewer goods 

over time.  That is, the movement of economic activity in the last sixty years in the United States 

has largely been between these two sectors, not between goods and other sectors (construction, 

farming, mining, etc.).  Therefore the rise of the service sector is concomitant with 

deindustrialization—the decline in the percentage share of the goods sector. Our findings can be 

seen through either lens, the rise of services or the decline of goods.  One has not occurred 

without the other. 

We use a panel of state-level employment data for the United States covering the 5 

recessions between 1969 and 2001. Our results document a strong empirical tendency: the lower 

is the share of goods and the higher is the share of services, the slower is the employment 

recovery. Our results are robust to alternative definitions of recovery length, to the use of an 

instrumental variables strategy, and to inclusion of data from the 2007-09 recession. The effect 

of the shift from goods to services in the U.S. economy over the last half-century lengthens 

recovery by about 40 percent.
1
 In other words, a recovery that would have lasted 6 months in the 

 

1
 We are not arguing that the most recent recession was deep and long and the recovery slow only because of rising 

service production. The recovery from the 2007-09 recession has been long because the combination of the popping 
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1950s will last over 8 months today. Recovery from the 2007-09 recession, which would have 

unfolded in just under 3 years in the 1950s, because of the decline of goods and rise of services, 

lasted over 4 years.  

What might explain our findings? It is beyond the scope of this paper to confirm the 

channel by which a movement from goods to services could lengthen recoveries. We suggest two 

possible channels but leave further investigation to future research.  First, at the trough of a 

business cycle, goods-producing businesses can increase production in anticipation of future 

demand, increasing their inventory holdings, spurring increased incomes and, through a 

multiplier effect, further increasing output and spending. This inventory cycle is a long-known 

characteristic of recessions and recoveries. Services, however, have no inventory cycle. Services 

can only be produced in response to actual, not expected, demand. The greater the share of 

services in the economy, the greater the share of businesses that must wait for demand to actually 

pick up before they can increase production.  

Second, an exports channel may reinforce this inventory channel. Consider the division 

between tradables and non-tradables. External demand can spur a recovery when an economy 

produces tradables, but recovery in an economy that produces mostly non-tradables depends 

primarily on increased internal demand. Most services, with the exceptions of tourism and 

finance, are not tradable. Therefore the decline of the goods sector and the rise of the service 

sector depresses the size of the tradable sector, reducing the role for external demand in spurring 

a recovery in output and employment, thus slowing recovery.  

 These two possible explanations support each other. Because goods, but not services, can 

 
of the housing bubble and the ensuing financial crisis in 2008 created a deep recession. Our argument is that the rise 

of services since the 1950s made today’s recovery about 40 percent longer than it would have been had the same 

downturn transpired in the 1950s. 
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be produced ahead of demand, there is no role in a service-based economy for inventory 

accumulation. And because goods, but not most services, can be exported, there is little role in a 

service-based economy for external demand. The fewer goods and more services an economy 

produces, the longer it takes for a recovery to take hold.  

Our argument is about behavior at the business cycle trough, not the peak. For our 

argument to also apply to the business cycle peak, we would need to argue that goods and service 

producers respond differently to an anticipated drop in demand.  If their reactions are the same, 

then a shift away from goods and toward services would have no effect in the aggregate. But the 

key characteristic of services that undergirds our argument—their inability to be produced ahead 

of demand and inventoried—is not relevant when demand is falling and producers are reducing 

production.  Indeed, we find that an economy’s share of goods or services before it enters a 

recession does not affect the probability of experiencing a downturn nor the length nor depth of 

the downturn. That is, neither our hypothesis nor our findings are symmetrical with respect to 

decreases in aggregate demand. 

Section I discusses literature on the pace of economic recoveries and the rise of the 

service sector. Section II details the data methodology and empirical analysis and section III 

presents the empirical results. Section IV suggests two possible causes of our findings. Section V 

concludes. 

I. Economic Recovery and the Rise of the Service Sector 

A. The Pace of Economic Recovery 

The four longest recoveries since 1948 also have been the four most recent recoveries—those 

that followed the recessions of 1981, 1990, 2001, and 2007.
 
The pace of recovery has been the 

focus of a great deal of research, particularly since the end of the Great Recession in 2009.  
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We are apparently the first to link the pace of recovery to the rise of services.  

An employment cycle is the sum of two parts: the employment downturn—the number of 

months from the previous employment peak to trough—and the employment recovery—the 

number of months from the trough until employment reaches its previous peak. Recoveries are 

longer both absolutely and relative to the length of the downturn. In Table 1 we compare the 

number of months it takes nonfarm employment to recover to its previous business cycle peak 

with the downturn length. Whether compared with the employment downturn or the NBER-

dated recession length, employment cycles and recoveries have lengthened relative to downturns 

since 1980.  

< Table 1 here> 

What might cause the lengthening of recoveries? One argument is that the past three 

recessions—1990, 2001, and 2007—have not been caused by contractionary monetary policy 

trying to reduce inflation, so recoveries can no longer start abruptly once the Fed begins to 

reduce interest rates (Hall 2007). Gali, Smets, and Wouters (2012) and Smets and Wouters 

(2007) argued that adverse demand shocks during recoveries since 1990—lower investment 

spending, and less expansionary fiscal and monetary policy—have slowed recoveries. Credit 

booms in an expansion can lead to more severe recessions and slower recoveries (Jorda, 

Schularick and Taylor 2013). Depressed credit conditions (Kannan 2012) can also lead to lead to 

permanent output losses (Cerra and Saxena 2008).  

Other work focuses directly on the slow post-2009 recovery. Lazear and Spletzer (2012) 

argued that the issue is not jobless recoveries, but slow recoveries: the problem after 2009 “is not 

that the labor market is underperforming; it is that the [output] recovery has been very slow” (p. 

33). The large decrease in aggregate demand has caused firms to reduce their recruiting intensity, 
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slowing employment growth (Davis, Faberman and Haltiwanger 2012). The rapid rise in 

household debt during the 2001-07 expansion is unwinding, leading to massive deleveraging, 

which depresses aggregate demand and increases unemployment (Mian and Sufi 2012). 

Geographic and industry mismatch is argued to have increased unemployment, or slowed its fall, 

by decreasing the job-finding rate (Sahin et al. 2012). The unprecedented rise in unemployment 

duration following 2007 can send negative signals to employers about the employability of long-

term unemployed job seekers, leading to “duration dependence,” or a positive feedback loop 

among the unemployed (Notowidigdo, Kroft, and Lange 2013). Policy changes, such as the 

extension of unemployment insurance benefit duration (Rothstein 2011), the rise of government 

transfers (Mulligan 2012), and uncertainty of policy direction (Baker, Bloom, and Davis 2012) 

are also argued to have negatively affected employment patterns during the current recovery.  

But these explanations do not address more secular trends. Stock and Watson (2012) 

offered evidence that the recoveries in the 21
st
 century will become increasingly slow because of 

slowing trend GDP growth, the slowdown in employment growth due to the plateauing of female 

labor force participation and the decline in male labor force participation, and real wage 

stagnation stemming from rising income inequality (Saez, Slemrod, and Giertz 2012) and skill 

mismatch (Goldin and Katz 2008). Basu and Foley (2013) found that employment has responded 

weakly to changes in output since the early 1980s, which has slowed recoveries, but argued that 

this change has been caused by measurement issues, such as overstating value-added in the 

service sector—especially the finance, insurance, and real estate sectors (FIRE)—because NIPA 

estimates of services output are imputed from income.  

The above analyses use national data, which can obscure important variation between 

states. Blanchard and Katz (1992) for the 1947-1990 sample and Notowidigdo (2011) for the 
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1980-2000 sample found that firm relocation followed by labor relocation—outward migration 

of workers from contracting states and inward migration of workers to expanding states—is how 

states adjusted to shocks. For example, rapid employment growth in mining states since the late 

1990s has led to firm creation and expansion, causing outflows of labor from depressed 

industrial states like Ohio and Michigan, and inflows of labor to states like North Dakota and 

Wyoming.  

Using MSA-level data, Charles, Hurst, and Notowidigdo (2013) found that the decline of 

the manufacturing sector increased non-employment—unemployment plus workers dropping out 

of the labor force—between 2000 and 2011. About 40 percent of the rise in non-employment 

since 2000 was caused directly by the decline in manufacturing employment, but was offset by 

housing-bubble related increases in employment. The structural shift from goods production to 

service production has adversely affected employment patterns, but these authors do not 

specifically analyze the behavior of employment during recoveries, as we do.  

Another strain of research emphasizes the role of jobless recoveries—when output 

recovers faster than employment—and the relationship between business cycles and the 

composition of employment. Jaimovich and Siu (2012) argued that the polarization of the skill 

distribution in employment—middle-skill jobs shrinking as a percent of total employment, with 

growing low- and high-skill shares—is responsible for jobless recoveries, especially since the 

early 1980s. Furthermore, they argued that the loss of middle-skill employment is largely a 

business-cycle phenomenon, where most of these jobs are lost during downturns and do not 

recover during the subsequent expansion. This loss in middle-skill jobs is the prime cause of 

jobless recoveries in the aggregate, making the skill-composition of employment endogenous to 

recessions.  
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Their analysis, however, does not distinguish between sectoral shifts, which are the focus 

of our hypothesis, rather only skill, nor do they find evidence of inter-industry switching. 

Mirroring the findings of Autor et al. (2003) and Acemoglu and Autor (2011), though at odds 

with Autor and Dorn (2013), Jaimovich and Siu (2012) argued that “job polarization is due 

largely to shifts in occupational composition…within industries, as opposed to shifts in industrial 

composition…” (p. 18, emphasis added). In other words, these studies do not suggest that job 

polarization alone will increase the share of service employment and production.   

The primary takeaway is that changing employment patterns and slow recoveries are the 

new norm, and multiple forces are acting to lengthen recovery time from downturns. We argue, 

however, that the existing literature overlooks an important secular trend that affects the pace of 

recovery: the rise of the service sector.  

 

B. The Rise of the Service Sector 

An ever-increasing share of employment and output over the past 60 years is services and a 

decreasing share is goods. Figure 1A shows absolute levels of employment by sector since 1950. 

Goods-producing and manufacturing employment both reached absolute peaks in 1979. Since 

then, goods sector employment has fallen 22 percent and manufacturing employment (not 

shown) has fallen 37 percent. Service-producing employment, however, secularly rose 361 

percent since 1950. Figure 1B shows the shares of expenditures by sector. In 1950, just under 40 

percent of expenditures for U.S. GDP were for services and 50 percent of expenditures were for 

goods. By 2015, services constituted just over 60 percent of expenditures for GDP and goods 

were at 30 percent. Over the same period, service-producing jobs rose from 48 to nearly 70 

percent while goods-producing jobs fell from 40 to about 15 percent of nonfarm employment.  
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<Figure 1 here> 

The service sector is quite heterogeneous, encompassing a wide range of activities. 

Figure 2 shows employment shares in several sub-categories of services, expressed as a share of 

total employment.
2
 Strong growth over the last half century is seen in health care, retail trade and 

restaurants, and “all other services.”
3
 In contrast to received wisdom, there is only moderate 

growth in the share of employment in the finance, insurance, and real estate (FIRE) sector. Little 

change was evident in several categories not shown in the figure–legal services, 

accommodations, wholesale trade, and transportation.
4
  

<Figure 2 here> 

There are “bad” service jobs with low pay, minimal benefits, and little job security, and 

there are “good” service jobs with high pay, good benefits, and reliable job security. To group 

service sub-sectors, we used wage and salary accruals per full-time equivalent (FTE) worker for 

both 1950 and 2010. “Median-pay jobs” are those that fell within 5 percent of the overall median 

wage per FTE worker in 1950 and in 2010. “High-pay service jobs” had wages more than 5 

percent above the overall median and “low-pay service jobs” had wages more than 5 percent 

below the overall median. No sub-sector switched pay category between 1950 and 2010. Goods-

 

2
 The breaks in 1998-2000 are necessitated by the change in classification strategies. The NAICS (North American 

Industry Classification System) replaced the SIC (Standard Industrial Classification) in the late 1990s. A great 

number of activities were shifted from one category to another, some even moving between services and 

manufacturing. Three years, 1998-2000, overlap the two systems. In some sub-sectors, it is relatively easy to closely 

match the SIC and NAICS categories. Figure 2 is restricted to the categories for which there was a reasonably close 

match between 2-digit SIC and NAICS. 

 
3
 “All other services” excludes legal services, accommodations, wholesale trade, and transportation, as well as the 

categories shown in Figure 2: FIRE, health, education, retail trade and restaurants. 

 
4
 Moretti (2012) focuses on “high tech” as illustrative of the rise of services. There is not just one category “high 

tech” in either the SIC or the NAICS systems. The BLS list of high tech industries comprised 27 manufacturing and 

4 service industries under SIC codes, and 29 manufacturing and 10 service industries using NAICS codes (National 

Science Foundation 2004, p. 8-54). 
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producing jobs, largely construction and manufacturing, are nearly all high-pay jobs.  

Again in contrast to received wisdom, the rise of the service sector is not simply an 

increase in “bad” jobs. But as seen in Figure 3, nor is it a wash. Goods-producing jobs dropped 

precipitously as a share of total employment over the last 60 years. Employment in high-pay 

service jobs—FIRE and legal— did not offset the drop in manufacturing and construction jobs; 

their sharerose only slightly. Employment share in low-pay service jobs—retail trade and 

restaurants, accommodations, educators—increased moderately. Employment in service jobs that 

pay within 5 percent of the overall median—transportation, health services, and all other 

services—nearly doubled as a share of total employment.  

<Figure 3 here> 

There are a number of hypotheses, most of which reinforce each other, explaining the 

secular increase in service production and employment. Jorgensen and Timmer (2011) 

documented the rise of service production and decline in goods production in the European 

Union, United States, and Japan for 1980-2005 and attribute the trends to the increased 

availability and use of skilled labor, and the “knowledge intensification of production” (p. 18). 

Older literature, especially Stigler (1956), Kuznets (1957), Baumol (1967), Fuchs (1968), and 

Maddison (1987) explain the rise of services similarly as a result of biased productivity growth 

rates and non-homothetic preferences, or higher income elasticities of demand for services. 

Rowthorn and Ramaswamy (1999) used an international panel data set for 1963-1994 to argue 

that deindustrialization and the rise of services are due more to internal factors—faster 

productivity growth in manufacturing and rising incomes coupled with higher income elasticity 

of demand for services than for goods—than to external factors, such as import substitution from 

low-wage manufacturing countries. Buera and Kaboski (2012) explained the rise of services, 



10 

 

particularly after 1980, as a result of rising productivity and the subsequent rise in the wage 

premium to skilled workers, raising the opportunity cost of household production, leading to 

increased demand for services which substitute for home production.  

The key point to be drawn about the rise of services is that it is a secular trend and is not 

itself determined by the business cycle. We argue, however, that the reverse is true: that the 

business cycle is affected by the proportional decline of goods and rise of services.  

 

II. Empirical Analysis 

We analyze a panel of state-level employment data for the 5 recessions from 1969 to 2001. We 

treat the 1980 and 1981-82 recessions as one single business cycle because at the state level there 

were not fifty double-dip recessions but fifty variously-timed single recessions (Basu and Foley 

2013). Our analysis starts with the 1969 recession because complete state-level GDP data by 

sector begin in 1963. We omit the 2007-09 downturn from our primary results because we 

construct out-of-sample predictions and a counterfactual for the 2007-09 downturn, and to allay 

concerns that its unusually long recovery is skewing our results. As a robustness check, we 

extend the sample to include 2007-09.  In both our primary results and in the robustness checks, 

we find that an increase in a state’s service sector or decrease in its goods sector leads to longer 

employment recoveries.  

 We do not use the contemporaneous shares of goods or services due to concerns about 

their endogeneity.  As argued by Jaimovich and Siu (2012), the goods and service shares might 

be endogenous to the business cycle because goods-producing jobs are disproportionately lost 

during downturns and, in the past 50 years, have rarely returned to their previous business cycle 

peak, mechanically increasing the share of services.  We take two approaches to addressing 
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endogeneity.  

 First, we use an average of the goods or service share measured over the 3 years before 

the recession start year.  In contrast to the share of goods or services in the first year of the 

recession or even a 3-year average that includes the first year of the recession, this lagged 3-year 

average is not correlated with the length or depth of the recession.  We estimate the following 

equation by OLS: 

  𝑌𝑠𝑡 =  𝛽0 +  𝛽1

∑ (
𝑠𝑒𝑐𝑡𝑜𝑟

𝐺𝐷𝑃
)

𝑠,𝑡−𝑖

3
𝑖=1

3
 +  𝛽2𝑑𝑒𝑝𝑡ℎ𝑠𝑡 +  𝛽3𝑙𝑒𝑛𝑔𝑡ℎ𝑠𝑡 +  𝛼𝑠 +  𝛾𝑡 + 𝑒𝑠𝑡         (1) 

where 𝑌𝑠𝑡  is the recovery length (trough-to-previous peak) measured in months for state s in 

recession t; (
𝑠𝑒𝑐𝑡𝑜𝑟

𝐺𝐷𝑃
)

𝑠,𝑡−𝑖
 is a state-specific variable measuring either goods or services and 

averaged over the 3 years ending in the year before the recession began; depth measures the 

percentage change in employment from peak to trough; length is the number of months from 

peak to trough, and 𝛼𝑠 and 𝛾𝑡 capture state and recession fixed effects. Robust errors are 

clustered by state.  

 Second, as discussed further in Section IIB below, we also use an instrumental variables 

approach. Here we instrument the contemporaneous goods or services share with lagged goods 

or services shares from 4, 5, and 6 years previous to the start of the recession.  We are prohibited 

from going back further than a 6 year lag because our state-level sector data begin in 1963.  The 

IV approach confirms that our initial approach with the lagged 3-year average does not produce 

biased results. 

In alternative specifications we include the shares of GDP for all sectors, not just the 

goods or services share. In those cases, we estimate the following equation by OLS: 

𝑌𝑠𝑡 =  𝛽0 +  ∑ 𝛽𝑗

∑ (
𝑠𝑒𝑐𝑡𝑜𝑟𝑗

𝐺𝐷𝑃
)

𝑠,𝑡−𝑖

3
𝑖=1

3

𝑛−1
𝑗=1  +  𝛿2𝑑𝑒𝑝𝑡ℎ𝑠𝑡 +  𝛿3𝑙𝑒𝑛𝑔𝑡ℎ𝑠𝑡 + 𝛼𝑠 + 𝛾𝑡 + 𝑒𝑠𝑡        (2) 
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where j indexes n-1 of the n sectors in the economy.  

State-level analysis allows us to exploit the large heterogeneities in recovery length and 

service production between states. Our approach follows the growing literature that uses regional 

variation within the United States to examine macroeconomic issues (e.g. Autor, Dorn, and 

Hanson 2013; Chodorow-Reich et al. 2012; Clemens and Miran 2012; Mendez and Reber 2014; 

Nakamura and Steinsson 2014; Wilson 2012). State fixed effects capture time-invariant state-

level characteristics and policies plus other unobserved heterogeneity across states. Recession 

fixed effects capture recession-specific characteristics, including federal fiscal and monetary 

policies that affect all states more or less equally, as well as the 1980s adoption of just-in-time 

inventory techniques (McCarthy and Zakrajsek 2007).  

 

A. Dependent Variable: Recovery Length 

Our measures of recovery length are drawn from the Bureau of Labor Statistics’ “State and 

Metro Area Employment, Hours, & Earnings” establishment survey for seasonally adjusted 

nonfarm employment.
5
 Downturn length—peak to trough—is the number of months it takes 

nonfarm employment to reach the trough from the peak. Recovery length—trough to previous 

peak—is the number of months it takes nonfarm employment to recover its previous cycle peak 

once employment has reached a trough.
6
  

 

5
 The raw data for nonfarm employment by sector were provided to the authors by the Bureau of Labor Statistics. 

Seasonally-adjusted and non-seasonally-adjusted data by state for 1990-2012 were provided to us. The data for 

1960-1989 were not seasonally adjusted. The seasonal adjustment process in EViews—the Census X12 method—

replicated the difference between the not-seasonally-adjusted and seasonally-adjusted data for 1990-2012 and was 

therefore used to seasonally adjust the 1960-1989 data. 

 
6
 Our measure of the lengthening of recoveries in employment is one of many possibilities. Mendez and Reber 

(2014) use a measure of “jobless recovery depth,” which accounts for the length and depth of sustained job losses 

and changes in output. Our specification accounts for the number of months it takes employment to recover its pre-

recession peak and the depth of the employment downturn, but we do not measure the variation in state output 
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State downturns do not necessarily follow exactly the NBER dates for the national 

economy—some start earlier, some start later—and therefore we allow state downturn dates to 

vary from the NBER-defined start of the recession. Peaks are defined as the months where 

employment is at a global maximum within 12 months, plus or minus, of the NBER start date.
7
 

For states that never enter a recession, we set their downturn and recovery lengths at 0.
8
  In 10 

cases, a state never recovers its previous-peak level of employment before the next downturn 

begins.  For these states, we set the recovery length to the number of months until the next 

recession began, using the NBER-defined recession start date.
9
 Because our dependent variable 

is recovery length—the number of months it takes a state’s economy to recover its previous 

business cycle peak level of employment following the employment trough—we are forced to 

omit Michigan from our data set in 2001 because it never reaches a trough. Employment in 

Michigan peaked in April 2000 and fell continuously until July 2009. Without a trough, there can 

be no recovery. If Michigan had reached a trough in the early 2000s, we could top-code its 

recovery length, but this is not possible because there was no trough. 

There are four data samples: all states for all recessions, whether or not the state goes into 

a recession and whether or not it fully recovers before the next recession begins (n=249); states 

 
because we are only concerned with the length of employment recovery. They find, much as we do, although for 

different reasons, that employment losses are extremely diverse across states and time.  

 
7
 We experimented with several approaches to identifying peaks and troughs. Details are in the discussion of our 

robustness checks in section IIIC. The reported results use the global peak and global trough for each state recession. 

Our results are robust to the definitions of peak and trough. 

 
8
 The states that never enter a recession are:  for the 1969-70 recession, AK, AZ, CO, FL, HI, ID, NE, NV, NC, ND, 

SC, and TN; for 1973-75, AK, ID, LA, NM, ND, OK, TX, UT, WA, and WY; for 1980-82, CO and FL; for 1990-

91, ID, LA, MN, TX, UT, and WA; and for 2001, WY.  

  
9
 Because states begin their downturns in varying months, the maximum value could be different for each state even 

within one recession. The states that never fully recover are: for the 1969-70 recession, NY; for 1980-82, LA, OK, 

WV, and WY; and for 2001, IL, IN, MA, MS, and OH.  
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that never go into recession or that enter a recession and fully recover (that is, excluding states 

that never fully recover, n=239); only states that entered a recession, whether or not they fully 

recover (n=218); and states that enter a recession and fully recover (n=208). The samples n=249 

and n=218 each include the ten states that do not fully recover their previous-peak employment 

level before the start of the next recession.  We present results for all four samples but are 

primarily interested in the most restrictive sample because our hypothesis deals with recovery 

length, which implies that a state experiences a downturn and recovers. 

Owyang, Piger, and Wall (2005) find, much as we do, that state business cycle dates vary 

substantially from NBER national dates.  Unfortunately their data only cover three of the five 

recessions we include, and truncate the length of the 2001 recovery for the states with the longest 

recoveries. We compared our data with their measure for the one complete recession we have in 

common, 1991, and found no systematic differences between their series, which uses state-level 

coincident indexes, and ours, which uses only employment data.
10

  In order to test whether our 

findings are sensitive to our particular measures of recovery length, we ran additional regressions 

in which we allowed each recovery length to vary by a random amount within a 6, 12, 18, and 24 

month range. The results are discussed in the robustness section below.
11

 

 

10
Our use of discrete business cycles might exclude useful information about state economic fluctuations outside of 

NBER-defined downturn and recovery periods (Beaudry and Koop 1993). But including those additional episodes 

would require a different empirical approach. For instance, Owyang, Piger, and Wall (2005, pp. 609-610) find that 

Alaska, Colorado, Louisiana, Montana, North Dakota, and Utah experience state-level recessions at various times 

during the national expansion from 1984-1990. Because we include recession fixed effects to take account of 

national events and policies, we do not include localized recessions that don’t have a common timing. Including a 

localized recession with its own recession fixed effect would essentially dummy out the recession, adding no 

additional information. 
 
11

 The smooth parabolas of business cycles that we often draw in the classroom are typically not reflected in state-

level data. We experimented with alternative measures of the employment cycle that measures the length of time it 

takes employment to recover to its trend using a Hodrick-Prescott filter and multiple smoothing parameters. These 

measures failed to provide usable results because many states—more than that using our preferred trough-to-peak 

measure of recovery—never return to trend. To control for the employment effects of labor migration out of 
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There is substantial variation in recovery lengths by state and over time, with much cross-

state variation within any one year and a dramatic re-ordering of states by recovery length from 

one recession to the next. In 2001 for states that entered a recession, the recovery length ranged 

from 2 to 87 months. Over time, recovery lengths in some states such as Kentucky and Alabama 

have worsened relative to other states, while in other states such as Rhode Island and 

Washington, recovery lengths have improved relative to other states.  

 

B. Independent Variables: Goods, Services, Recession Depth and Length 

Our key variables of interest are the goods and services shares of the economy. We start from 

annual state GDP data disaggregated by value added by industry.
12

 We take two approaches to 

addressing the concern that the goods and service shares themselves could be determined 

endogenously by the depth and length of the recession and recovery. First, we compute the 3-

year average of the sector’s share of GDP, ending in the year prior to the start of the recession. 

For example, the services shares used for the 1969 recession are each state’s average for 1966-

68. Averaging over 3 years smoothes out annual fluctuations so that we are more likely to 

capture long-term trends.  Using the 3 years prior to the start of the recession addresses 

 
contracting states into expanding ones, we repeated this analysis using employment-population ratios. These results 

produced even more states that fail to recover to trend levels. We include trend employment growth as an 

independent variable in some of our alternative specifications. 
 

12
 The transition from SIC to NAICS coding after 1997 does not affect our analysis. The recessions proximate to the 

1997 switch from SIC to NAICS are the 1990-1991 and 2001 recessions, neither of which overlaps 1997. Moreover 

our state analysis relies on the cross-section differences between states and not the changes over time within a state. 

For the SIC sample (1963-1997), the service sector includes: transportation and public utilities; wholesale trade; 

retail trade; finance, insurance, and real estate; and [all other] services. NAICS disaggregates “all other services.” 

For the NAICS sample (1997-2010), the service sector includes: utilities; wholesale trade; retail trade; transportation 

and warehousing; information; finance and insurance; real estate and rental and leasing; professional, scientific, and 

technical services; management of companies and enterprises; administrative and waste management services; 

educational services; health care and social assistance; arts, entertainment, and recreation; accommodation and food 

services; and other services, except government.  
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endogeneity concerns; in our data, service shares after a recession are correlated with the length 

and depth of the recession but services shares before a recession are not.   

Second, we invoke an instrumental variables strategy using 4-, 5-, and 6-year lagged 

values of the goods or service shares to instrument for the sector’s share in the year a recession 

begins. For example, we instrument the 1969 services shares using services shares from 1963, 

1964, and 1965. This approach follows Dehejia and Panagariya (2014). Although the sector 

shares at the start of a recession and during the subsequent recovery could be determined by 

dynamics from the recession itself (Jaimovich and Siu 2012), there is no a priori reason why the 

sector shares during the prior expansion and 4 to 6 years preceding the recession should create 

simultaneity issues with recovery length. In other words, the long-dated service shares are 

“plausibly exogenous” to recovery length (Dehejia and Panagariya 2014, p. 5). The reason we 

chose 6 years as our maximum long-date is because of data restrictions on the start date of GDP 

by state and sector, which begin in 1963. The instruments do very well in standard instrument 

tests for under- and over-identification and show strong first-stage F statistics. Summary 

statistics for the recovery length, goods share, and services share are presented in Table 2.
13

  

<Table 2 here> 

As with recovery length, there is substantial variation across time, between states, and in 

the ordering of most-to-least service-dependent and manufacturing-dependent states. Nevada in 

1966-68 had the highest share of services at 73 percent and 4
th

 lowest share of goods at 4.9 

percent; its shares changed little over the next 40 years, changing to 75 percent for services and 

 

13
An alternative approach might be to use shares of employment but state employment data by sector are incomplete 

for many states and years. Private correspondences with Bureau of Labor Statistics’ economists confirmed the BLS 

does not have these data. Output-based and employment-based measures of the service share follow similar, 

secularly-increasing trends over time.  

 



17 

 

4.3 percent for goods by 2004-06. For nearly all other states, there is a striking re-ordering of 

highest-to-lowest goods or services shares. Delaware, for example, saw its service share nearly 

double from 42 percent to 78 percent due to the relocation of financial firms, while its goods 

share fell over the 40-year period from 41 percent to 8 percent.
14

 By 2007, Alaska, Kentucky, 

and South Carolina no longer had the lowest shares of services; oil-rich states Wyoming, Alaska, 

and Louisiana did. Similarly, by 2007, the most manufacturing-dependent states were no longer 

Michigan, Delaware, Indiana, and Connecticut, but instead Indiana, Louisiana, Wisconsin, and 

Oregon. And although Nevada still had a very high share of services, it was no longer the most 

service-dependent state; by 2007, New York and Delaware were.  

Our unit of analysis is the state.  “Exports” thus cross not just international borders but 

state borders as well.  State GDP data do not distinguish domestic from “foreign,” or in this case 

interstate, sales of goods and services. But some services, especially tourism and finance, are 

tradable, allowing external demand to spark a recovery. Las Vegas may lose all its construction 

jobs, but if high-rolling Midwesterners still travel to its Strip, recovery might not be slowed. 

Hawaii may see its military bases shuttered, but if West Coast residents still rent a beachfront 

condo, recovery might proceed apace. Similarly, states such as New York and Delaware, which 

have a high share of financial services in their output, are not necessarily dependent on internally 

generated demand because clients in, say, California might utilize their services for pension 

management, and thus recovery in finance-heavy states might not be slowed.  

In alternative specifications we therefore create proxies for tradable and non-tradable 

services. We cannot directly measure interstate and international tourism, so we use NAICS 

 

14
 The specific values for Nevada are likely influenced by the switch from the SIC to NAICS classification schemes. 

The shift for Delaware, however, is clearly a trend, independent of the classification scheme. 
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subsector 721 “accommodation” —hotels and motels, RV parks, rooming and boarding houses—

as a proxy for tradable tourism services.
15

 Hawaii and Nevada are heavily dependent upon 

tourism. We use NAICS subsector 52 “finance and insurance” as our proxy for tradable financial 

services.
16

 Some states have particularly large finance and insurance sectors that provide 

interstate or international services: New York and, for post-1990 recessions, also Connecticut, 

Delaware, and South Dakota. Our proxy for non-tradable services is then the remainder: total 

services less accommodations and finance.
17

  

In our most parsimonious specifications, we omit all other sectors and examine the effect 

on cycle length of changes in the shares of GDP attributable to total services, our proxy for non-

tradable services, or goods. The question is then: How does the rise of the (non-tradable) service 

sector or decline of the goods sector affect the employment recovery? 

In alternative specifications, we break GDP into eight sectors: non-tradable services, 

tradable services (accommodations and, separately, finance), goods, farming, mining, 

construction, and government. In each case, we calculate 3-year averages of the shares of GDP, 

with the average ending in the year prior to the beginning of the recession. We offer two 

specifications that use all eight sectors: one omitting the goods sector, and one omitting non-

tradable services. These “all sector” regressions allow us to see which margins truly matter to 

recovery length. Is it the shift from goods to services, or from goods to other sectors, that 

increases recovery length?  Similarly, is it the shift to services from goods, or to services from 

other sectors, that increases recovery length? 

 

15
 Under the SIC codes, this is major group 70, “hotels, rooming houses, camps, and other lodging places.” 

 
16

 Under the SIC codes, we used division H, “finance, insurance, and real estate” less major group 65, “real estate.” 

 
17

 Jensen and Kletzer (2005) offer an empirical strategy for identifying which service sectors are potentially tradable. 
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Clearly economic recoveries may be longer if recessions are deeper or longer, so we 

include control variables for downturn depth and length. We measure the downturn’s depth as 

the total percentage change in employment for the employment downturn, from cycle peak to 

trough. We expect states with very large drops in employment will experience longer recoveries 

simply because the state is climbing out of a deeper downturn.
18

 Finally, we expect the length of 

the downturn—the number of months from peak to trough—should also affect the recovery, with 

longer recessions yielding longer recoveries. 

 

III. Empirical Results 

A. Employment Recovery Length 

Our most parsimonious results are in Table 3, where our hypothesis is confirmed: the larger the 

share of a state’s output that is services, or the smaller the share that is goods, the longer the 

employment recovery. To conserve space, we report in Table 3 only the coefficient on services 

or goods for each of several specifications. Full results are available in an Appendix. We 

estimate the effect of an increase in total services (panel A), the effect of an increase in non-

tradable services (panel B), and the effect of an increase in goods (panel C). The shares of GDP 

run from 0 to 100 so the estimated coefficient shows the effect of a 1 percentage point increase in 

that sector’s share of GDP. All variables enter with the expected sign. Our results are insensitive 

to sample restrictions: excluding states that never fully recover, states that never enter recession, 

 

18
  We tried incorporating lagged recovery length, either raw length or standard deviations from the recession-

specific mean, as an additional independent variable to check for persistence of recovery length in a state.  Doing so 

eliminated 20 percent of our sample and did not alter our results. The estimated coefficients on lagged recovery 

length were statistically significant but negative. Relatively short recoveries were followed by relatively long ones, 

and vice versa. Importantly, including the lagged recovery coefficient did not change the magnitude nor statistical 

significance of the services coefficient. 
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or both.  

<Table 3 here> 

 We do not use the contemporaneous measure of a sector’s share in any of the regressions.  

The “OLS” results in Table 3 utilize the lagged 3-year average of the service or goods share as 

our measure of that sector.  To further address concerns about the endogeneity of the goods and 

service shares, we also employed an instrumental variables strategy, reported in the “IV” 

columns, using the 4-, 5-, and 6-year lagged values of the goods or service share as instruments 

for that sector’s share in the year the recession began. In each case the instruments do very well 

on the first-stage F test (consistently above 10), the under-identification test (p-values 

consistently about 0.02), and the over-identification test (p-values on the Hansen J-statistic 

consistently about 0.9 or above).  Our results using the 3-year lagged average of the goods or 

service share are broadly consistent with those from the IV strategy.   

 We also offer in Table 3 two additional specifications that include the 5- and 10-year 

trend employment growth rates, estimated both with OLS and IV strategies described above.  For 

each state-recession observation, the trend employment growth rates were computed as simple 

arithmetic averages of the annual growth rates of employment ending in the year the recession 

began. Using a geometric average would not change the results. The coefficients are consistent 

with those we obtain from our most parsimonious specification.  

Regardless of which sector we focus on—goods, services, or nontradables services—we 

find that declines in goods production and increased service production lengthens economic 

recovery. A 1 percentage point increase in total services as a share of GDP (panel A) or a 1 

percentage point decrease in goods as a share of GDP (panel C) increases the recovery length by 

about 0.7 months, an increase of about 4.0 percent from the mean. But some services are tradable 
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and we would not expect a rise in their shares in an economy to necessarily lengthen recoveries. 

Focusing just on the effect of non-tradable services (panel B) thus does a better job of capturing 

our thesis that more services lengthens economic recovery due to inventory and export channels. 

Indeed the effect of non-tradable services is larger, more consistent across sample restrictions, 

and robustly significant. A 1 percentage point increase in non-tradable services as a share of 

GDP increases recovery length by about 0.9 months, an increase of about 5.5 percent from the 

mean.  

In specifications that include only the goods or services share, we are unconcerned with 

the source of the change in the share; the omitted category is “all other sectors.” The sector 

shares sum to 100 percent so an increase in the services share or a decrease in the goods share 

must be reflected by a change in other sector shares. Do all sectoral shifts have the same effect?  

When the service sector share increases (or, the goods sector share decreases), does the effect on 

recovery length depend upon which sectors are declining (or, increasing)?  The results are shown 

in Table 4. 

<Table 4 here> 

Here we include 7 of the economy's 8 sectors. When we omit the non-tradable services 

sector (even-numbered columns), the coefficients on each of the other sectors tell us which 

margins account for the effect of non-tradable services seen in Table 3. Interpretation requires 

multiplying by -1: the coefficient in the table shows the effect of decreasing non-tradable 

services and increasing the sector shown, even though the temporal pattern is just the opposite: 

increasing non-tradable services. When we omit the goods sector (odd-numbered columns), we 

are asking which movements between goods and other sectors account for the effect reported in 

Table 3, that the relative decline in goods production increased recovery length.  

Most of the actual movement between sectors involves just goods and services. The inter-
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quartile range of the construction sector as a share of state GDP barely changed over time: it was 

[4.7, 5.6] in 1969 and [4.5, 5.1] in 2001. Similarly, the government share showed little 

movement, changing from an interquartile range of [10.2, 16.4] in 1969 to [10.4, 15.0] in 2001. 

A large statistically significant coefficient on a sector that barely changed over time gives us 

relatively little in what McCloskey terms “oomph” or economic significance (Ziliak and 

McCloskey 2008). By contrast, the inter-quartile range for non-tradable services as a share of 

state GDP rose from [41.7, 47.1] in 1969 to [51.8, 59.0] in 2001. And for goods, the interquartile 

range dropped from [15.5, 31.8] in 1969 to [12.0, 18.1] in 2001. 

The first thing to note is that distinguishing between tradable and non-tradable services is 

the right thing to do; tradable services are similar to goods in their effect on recoveries. Swaps 

between goods production and accommodations or between goods production and finance have 

no consistent statistically significant effect on the recovery length.  

Second, note that the tradeoff between non-tradable services and goods drives the 

increase in recovery length. This is measured by the coefficient on goods or non-tradable 

services, and is seen consistently in all columns. A 1 percentage point swap toward non-tradable 

services away from goods production lengthens recoveries by about 1.1 months, an increase of 

about 6 percent from the mean. Changes in the finance, accommodations, farming, mining, and 

government sectors have no consistent effect on the length of recovery. 

Finally, the results in Table 4 highlight the volatility of the construction sector.  Although 

residential investment makes up a relatively small percentage of national GDP and has shown no 

temporal pattern over the last four decades, it can have disproportionately large effects at 

business cycle turning points and at more local levels.  It is well known that economies with 

more construction have longer cycles (Davis et al 2005; Browne 2000; Gabe and Florida 2013). 
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We find this as well.  Economies with more construction have longer cycles—whether the 

margin is with goods (odd-numbered columns) or non-tradable services (even-numbered 

columns)—because construction has a protracted time dimension. The time factor arises because 

of the need to acquire permits before building, houses take a long time to build from start to 

finish, and during recoveries, developers will sell excess inventory before beginning new 

construction.  

Is our main finding symmetrical with respect to decreases in demand? That is, does a 

change in the size of a state’s service or goods sector affect the length and depth of the downturn 

or the probability of entering a recession? We find no consistent supporting empirical evidence 

for this claim. Table 5 presents these results.
19

 The lack of symmetry does not surprise us. Our 

argument is that goods-producing firms can hire workers when actual demand is weak if they 

anticipate increased demand in the future. But firms are unlikely to lay off workers when demand 

is strong, even if they think it will decline in the future, because that would force firms to forgo 

existing revenue in the present. Normally, firms don’t adjust their labor input until after a 

downturn begins, reducing hours during the early stages, and only in latter stages laying off 

workers (Rones 1981; Elsby, Hobijn, Sahin 2010). 

<Table 5 here> 

 

B. Counterfactual Analysis 

Our results allow us to estimate the impact of the last half-century’s relative decline of goods and 

rise of services on the length of the most recent recovery. For the United States as a whole, the 

 

19
 With state fixed effects, we are not comparing manufacturing-heavy states with service-heavy states, but looking 

instead at the effect of a change in a state’s economic composition. 
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2004-06 average shares of GDP were 68 percent for total services, 57 percent for non-tradable 

services, and 12 percent for goods. Fifty years earlier, the 3-year averages before the nation’s 

economy entered the 1957 downturn were 49 percent for total services, 43 percent for non-

tradable services, and 27 percent for goods.  

We use the estimated equations from regressions that end with 2001 to predict out-of-

sample actual and counterfactual values for the United States as a whole for the 2007-09 

downturn. The actual values are predicted from the Table 3 and 4 regressions using the length, 

depth, and sector shares for the U.S. economy as a whole for the 2007-09 downturn. The 

counterfactual values are estimated from the same equations but using the 1954-56 U.S. sector 

shares and again the 2007-09 values of the other control variables. The difference between the 

forecasted actual and counterfactual cycle lengths shows the aggregate effect of the last half 

century’s rise of services and decline of goods on the length of recovery. We show the effect in 

months and also as a percent of the predicted counterfactual length. 

The results are shown in Table 6. The sectoral shift from goods to services is far from 

inconsequential. The recovery is 28 to 51 percent longer than it would have been a half-century 

ago due just to the rise of the service sector.
20

 Averaging the effect over all specifications in 

Table 6 provides our headline estimate: the effect of deindustrialization and the rise of services 

in the U.S. economy over the last half century increased recovery length by about 40 percent.  

<Table 6 here> 

For the U.S. economy as a whole, nonfarm employment peaked at 138,365 million in 

January 2008, fell to a trough of 129,649 million in February 2010, and recovered its previous 

 

20
 These results are our most conservative estimates, based on the 208- and 218-observation samples which exclude 

the states that never enter recession. Including the states that don't experience recession would make the effect of the 

rise of non-tradable services on recovery length even larger. 
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peak value in April 2014.  From the trough in February 2010, it therefore took 50 months to 

recover all nonfarm jobs lost during the downturn. The recovery would have taken just 33 to 39 

months if the 2007 economy still had 1957's share of non-tradable services. The lengthening of 

the recovery by about 40 percent would hold even if the 2007 recession had been relatively short 

and shallow.  

 

C. Robustness Checks 

We conducted several checks to be sure our specific measure of recovery length wasn’t biasing 

our results and consistently found that, even with alternative measures of recovery length, an 

increase in a state’s share of services led to longer economic recoveries.  

In the results reported above, we defined the beginning of recession—the peak month—

as the month in which the global maximum level of employment occurred within 12 months 

(minus or plus) of the NBER-start date for the recession. The end of recession and beginning of 

recovery—the trough month—is the month in which the global minimum level of employment 

occurred following the peak. The end of the recovery is the month in which the previous peak is 

obtained. 

But business cycles are rarely perfect parabolas with obvious peaks and troughs. 

Sometimes there are several local peaks before or after a global peak, and sometimes there are 

multiple local troughs before or after a global trough. If employment in sequential months is 102, 

100, 103, 100, 98, 101, 100, 98, is the peak value 103 (the global maximum) or 102 (the first 

local maximum) or 101 (the last local maximum)?  

We experimented with several variants of peak and trough definitions by introducing a 

rounding parameter that could itself vary in size. The rounding parameter was expressed as a 

percentage of that state’s level of employment. If the economy bounced along the top before 
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turning down and all the bouncing fell within the rounding parameter (for example, within 

0.1percent of employment), the month chosen as the peak was either the first or the last local 

maximum, giving us two different specifications. We introduced a similar rounding parameter 

for the trough. If the economy bounced along the bottom before hitting a global minimum and all 

of the bouncing fell within the rounding parameter, the month chosen as the trough was the first 

local minimum. Our results are robust to these alternative specifications. Regardless of how we 

chose the peak and the trough, service-heavy states had longer recoveries.  

In a second set of checks, we conducted a simple Monte Carlo simulation. We allowed 

the recovery length to vary by a random amount, ran each regression 500 times with 500 

different randomized adjustments, and then determined the range of estimated coefficients on the 

services share.  First, we let the recovery length vary randomly within a range of minus or plus 3 

months, a 6-month range.  Subsequently we expanded the range incrementally to minus or plus 6 

months, 9 months, and 12 months.  We ran these regressions using both OLS with the 3-year 

lagged average of the service share, and the IV approach.  We report the OLS results in Table 7. 

For each set of 500 simulations, we show the minimum and maximum values of the estimated 

services coefficient as well as the 10th and 90th percentile cutoffs.  For comparison we also 

include the estimated coefficients from Table 3, column 1.  

<Table 7 here> 

Our primary results in Table 3 are not sensitive to reasonable changes in our measure of 

recovery length. The actual recovery lengths range from 0 to 88 months (Table 2, column 2).  

The mean values of recovery length by recession range from 8 months (1969-70 recession) to 24 

months (2001 recession).  When the recovery length varies randomly within a 6-month range 

(Table 7, column 1), the estimated services coefficient never falls below 0.6.  As we widen the 
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range within which recovery length can vary, the range of service coefficients obtained in the 

500 simulations widens as well. But never does the estimated coefficient fall below 0, and the 

P10-P90 range of estimated coefficients never falls below 0.5. Even if our measures of recovery 

are off by up to 12 months in either direction, it remains the case that in states with larger service 

shares, recoveries are longer. 

Another check, shown in Table 8, broke out the goods sector into durable and nondurable 

goods sectors.  If monetary policy or consumption anticipations are the cause of the connection 

between services and recovery length, we might expect states with large durable goods industries 

to recover more quickly than those with relatively large nondurable goods industries. Monetary 

policy affects interest rates, which are more relevant to durable than to nondurable goods 

purchases (Erceg and Levin 2006, Barsky et al 2016).  Anticipations of recovery-driven price 

increases might lead consumers to accelerate purchases of goods and services – particularly 

storable durable goods – during the early phase of recovery (Petev, Pistaferri, Eksten 2011). 

However we do not find support for either hypothesis. The estimated coefficients for the durable 

and nondurable goods sector shares are statistically equal.   

<Table 8 here> 

Finally, in regressions reported in Table 9, we included what we know of the recoveries 

from the 2007-09 recession.  Seven states have not fully recovered and so our data are 

incomplete. But does including the 2007-09 data change the story?  Is the recovery from a 

recession triggered by the bursting of financial and housing asset bubbles fundamentally 

different from the more “traditional” post-World War II recessions?  We do not find supporting 

evidence, as shown in Table 9.  Full results are available in an Appendix. Indeed our results are 

larger and stronger when the sample is expanded to include the 2007-09 downturn. We bias our 
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case against ourselves by focusing on the pre-2007 sample. 

<Table 9 here> 

 

IV. Possible Explanations for the Link Between Services and Recovery Length 

We find a strong and robust empirical relationship between the size of the goods or service sector 

and the length of recoveries. As an economy’s production shifts from goods to services, 

recoveries are longer. Here we offer two complementary possible explanations for our findings: 

services cannot be produced ahead of demand, and most services cannot be exported. Both 

possibilities share a common theme: services, unlike goods, can only be produced when actual 

domestic demand exists. It is beyond the scope of this paper to explicitly test whether these 

mechanisms are the causal factors driving our results, and remains an important area for future 

research.
21

 

 

A. Expected Demand and Inventory 

Our first suggested explanation is essentially a closed-economy story, allowing no role for 

external demand. Businesses producing goods or structures are not dependent on just actual 

demand to increase production as the economy comes out of a recession; they can also produce 

in anticipation of future demand. In other words, domestic demand need not increase before 

goods production increases.  

 

21
 Referees and seminar participants have suggested additional possible channels that also deserve investigation in 

future research. We suggest that growth in goods-producing jobs should drive recoveries but perhaps due to their 

larger share of output and employment, it is actually service-providing jobs that are the driving force of recoveries,  

Another possible channel focuses on unionization. To the extent goods-producing jobs are more likely to be 

unionized than service-providing jobs perhaps our result is a reflection of a movement toward non-union jobs with 

fewer employment protections.  We recognize that our work does not settle the causal question of the link between 

services and longer recoveries. The topic is an important area for future research, 
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When output is produced in anticipation of future demand, firms accumulate inventory. 

Goods producers not only can, but indeed want to produce ahead of demand. Firms face a 

tradeoff between “stockouts”—when consumers confront empty shelves—and surplus inventory. 

Whereas surplus inventory can be carried over and sold once demand increases, stockouts reduce 

not only current sales but also future sales due to lower customer goodwill and loyalty (Kahn 

1987, Wen 2005). Optimizing firms will accumulate inventory to avoid stockouts because the 

cost of a stockout is typically greater than the cost of holding excess inventory. 
 

Service producers, on the other hand, cannot produce ahead of demand. A restaurant 

cannot produce a meal weeks in advance; you have to be in the booth. A dentist cannot produce 

and inventory a teeth cleaning; you have to be in the dentist’s chair. A service producer must 

wait until the customer is present—that is, until demand actually appears—in order to produce.  

  If production of services required goods inputs, then recovery might not be slowed by 

the rise in services: a service producer expecting increased demand would inventory goods 

inputs, spurring recovery. But production of services requires relatively few goods inputs as seen 

in Table 10, which uses input-output tables from the Bureau of Economic Analysis to provide 

estimates of the contributions to total output from primary inputs (agriculture and mining), 

manufactured inputs (goods), services, and value added. Over 90 percent of the value of services 

represents either service inputs or value added by producers.
22

 Preparing to produce services 

tomorrow is unlikely to spur a recovery today because less than 8 percent of inputs to services 

production are goods.  

<Table 10 here> 

 

22
 As a side note, the rise of services inputs went hand-in-hand with the decline of value added in goods production 

in the 1980s and 1990s, a pattern consistent with the practice of contracting out. When goods producers hire an 

accounting firm rather than employ their own in-house accountants, services inputs rise and value added declines.  
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B. Exports & Tradability 

A second possible explanation of our finding is an open-economy story, with an explicit role for 

external demand. When an economy produces tradables, external demand can spur a recovery.  

But an economy that produces mostly non-tradables is primarily dependent on internal demand.  

Since most services are not tradable, the rise of the service sector reduces the size of the tradable 

sector, which has the effect of reducing the role for external demand in spurring a recovery in 

output and employment. 

Goods, which are more tradable than services, can be exported, so businesses producing 

goods can respond to increases in external demand independent of the level of their home state’s 

demand. Most services, on the other hand, cannot be exported.
23

 States can have robust 

recoveries, despite having a large service sector, because of tourism and finance’s exportability, 

creating a larger role for external demand. If a large share of a state’s service production is 

tradable, they can have faster growth from the trough. States that do not have a large tradable 

service sector cannot rely on external demand to stimulate recovery and will experience slower 

recoveries. 

 

V. Conclusion 

The rise in the service share and decline in the goods share of the U.S. economy has made 

recoveries from downturns slower and longer—a negative macroeconomic externality. This 

finding is robust to the use of an instrumental variables strategy, to alternative measures of 

recovery length, and to inclusion of available data from the 2007-09 recession. The effect of the 

 

23
 Goe (1994) studied Cleveland and Akron, OH and found that the vast majority of revenue of producer services is 

locally generated.  
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rise in services and decline in goods in the United States will cause recoveries to last about 40 

percent longer than they would have a half century ago.  

We suggest two possible explanations for why more services lead to longer recoveries. 

Goods-producing businesses can produce ahead of increasing demand because retailers want to 

build up inventory to avoid stockouts once consumer demand reappears. But because services 

cannot be inventoried, service producers must wait until actual demand appears. And because 

most services are non-tradable, the rise of services makes economic recoveries increasingly 

dependent on internal demand. Modeling and testing for causal channels of our findings is an 

area where more research is needed. 

Moretti (2012) argues the rise of services, and especially the high-tech sector, is not 

harmful to long-run growth, but his analysis ignores business cycle dynamics.  Our findings 

focus on the cyclical effect of the rise of the service sector, impacts not previously considered in 

the literature. States that have experienced deindustrialization and an increase in their service 

share, particularly non-tradable services, experience slower recoveries from recession, 

lengthening the business cycle. 
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