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Abstract

How much do different monetary and non-monetary motivators induce costly effort?

Does the effectiveness line up with the expectations of researchers and with results in the

literature? We conduct a large-scale real-effort experiment with 18 treatment arms. We

examine the effect of (i) standard incentives; (ii) behavioral factors like social preferences

and reference dependence; and (iii) non-monetary inducements from psychology. We find

that (i) monetary incentives work largely as expected, including a very low piece rate treat-

ment which does not crowd out effort; (ii) the evidence is partly consistent with standard

behavioral models, including warm glow, though we do not find evidence of probability

weighting; (iii) the psychological motivators are effective, but less so than incentives. We

then compare the results to forecasts by 208 academic experts. On average, the experts an-

ticipate several key features, like the effectiveness of psychological motivators. A sizeable

share of experts, however, expects crowd-out, probability weighting, and pure altruism,

counterfactually. As a further comparison, we present a meta-analysis of similar treat-

ments in the literature. Overall, predictions based on the literature are correlated with,

but underperform, the expert forecasts.
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1 Introduction

Monetary incentives have long been used as a way to change behavior. More recently, policy-

makers, researchers, and businesses have turned to behavioral economics and psychology for

additional levers, for example with the formation of Behavioral Science Units.

A criticism of this approach is that there are too many potential levers to change behavior,

without a clear indication of their relative effectiveness. Different dependent variables and

dissimilar participant samples make direct comparisons of effect sizes across various studies

difficult. Given the disparate evidence, it is not clear whether even behavioral experts can

determine the relative effectiveness of various interventions in a particular setting.

In this paper, we run a large pre-registered experiment that allows us to compare the effec-

tiveness of multiple treatments within one setting. We focus on a real-effort task with treat-

ments including monetary incentives and non-monetary behavioral motivators. The treatments

are, as much as possible, model-based, so as to relate the findings to behavioral models and

estimate the behavioral parameters.

In addition to providing evidence on the efficacy of various treatments, we also elicit fore-

casts from academic experts on the effectiveness of the treatments. We thus capture the beliefs

of the research community on various behavioral topics. The forecasts also allow us to measure

in which direction, and how decisively, the results diverge from such beliefs.

Turning to the details, we recruit 9,861 participants on Amazon Mechanical Turk (MTurk)

— an online platform that allows researchers to post small tasks that require a human to per-

form. MTurk has become very popular for experimental research in marketing and psychology

(Paolacci and Chandler, 2014) and is increasingly used in economics as well (e.g., Kuziemko,

Norton, Saez, Stantcheva, 2015).1 The limited cost per subject and large available population

on MTurk allow us to run 18 treatments with over 500 subjects in each treatment arm.

The task for the subjects is to alternately press the “a” and “b” buttons on their keyboards

as quickly as possible for ten minutes. The 18 treatments attempt to motivate participant effort

using i) standard incentives, ii) non-monetary psychological inducements, and iii) behavioral

factors such as social preferences, present bias, and reference dependence.

We present three main findings about performance. First, monetary incentives have a strong

and monotonic motivating effect: compared to a treatment with no piece rate, performance is

33 percent higher with a 1-cent piece rate, and another 7 percent higher with a 10-cent piece

rate. A simple model of costly effort estimated on these three benchmark treatments predicts

performance very well not only in a fourth treatment with an intermediate (4-cent) piece rate,

but also in a treatment with a very low (0.1-cent) piece rate that could be expected to crowd

1A legitimate question is the comparability of studies run on MTurk versus in more standard laboratory

or field settings. Evidence suggests that MTurk findings are generally qualitatively and quantitatively similar

(Horton, Rand, and Zeckhauser, 2011) to findings in more traditional platform.
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out motivation. Instead, effort in this very-low-pay treatment is 24 percent higher than with

no piece rate, in line with the predictions of a model of effort for this size of incentive.

Second, non-monetary psychological inducements are moderately effective in motivating the

workers. The three treatments increase effort compared to the no-pay benchmark by 15 to 21

percent, a sizeable improvement especially given that it is achieved at no additional monetary

cost. At the same time, these treatments are less effective than any of the treatments with

monetary incentives, including the one with very low pay. Among the three interventions, two

modelled on the social comparison literature and one on task significance (Grant, 2008), a

Cialdini-type comparison (Cialdini et al., 2007) is the most effective.

Third, the results in the behavioral treatments are partly consistent with behavioral mod-

els of social preferences, time preferences, and reference dependence, with important nuances.

Treatments with a charitable giving component motivate workers, but the effect is indepen-

dent of the return to the charity (1-cent or 10-cent piece rate). We also find some, though

quantitatively small, evidence of a reciprocal gift-exchange response to a monetary ‘gift’.

Turning to time preferences, treatments with payments delayed by 2 or 4 weeks induce less

effort than treatments with immediate pay, for a given piece rate, as expected. However, the

decay in effort is exponential, not hyperbolic, in the delay, although the confidence intervals

of the estimates do not rule out significant present bias.

We also provide evidence on two key components of reference dependence, loss aversion and

overweighting of small probabilities. Using a claw-back design (Hossain and List, 2012), we

find a larger response to an incentive framed as a loss than as a gain, though the difference is

not significant. Probabilistic incentives as in Loewenstein, Brennan, and Volpp (2007), though,

induce less effort than a deterministic incentive with the same expected value. This result is

not consistent with overweighting of small probabilities (assuming the value function is linear

or moderately concave).

In the second stage of this project, we measure the beliefs of academic experts about the

effectiveness of the treatments. We surveyed researchers in behavioral economics, experimental

economics, and psychology, as well as some non-behavioral economists. We provided the

experts with the results of the three benchmark treatments with piece-rate variation to help

them calibrate how responsive participant effort was to different levels of motivation in this

task. We then ask them to forecast the effort participants exerted in the other 15 treatment

conditions. To ensure transparency, we pre-registered the experiment and we ourselves did not

observe the results of the 15 treatment conditions until after the collection of expert forecasts.

Out of 314 experts contacted, 208 experts provided a complete set of forecasts. The broad

selection and the 66 percent rate ensure a good coverage of behavioral experts.

The experts anticipate several results, and in particular the effectiveness of the psychological

inducements. Strikingly, the average forecast ranks in the exact order the six treatments

without private performance incentives: two social comparison treatments, a task significance
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treatment, the gift exchange treatment, and two charitable giving treatments.

At the same time, the experts mispredict certain features. The largest deviation between

the average expert forecast and the actual result is for the very-low-pay treatment, where

experts on average anticipate a 12 percent crowd out, while the evidence indicates no crowd

out. In addition, while the experts predict correctly the average effort in the charitable giving

treatments, they expect higher effort when the charity earns a higher return; the effort is

instead essentially identical in the two charitable treatments. The experts also overestimate

the effectiveness of the gift exchange treatment by 7 percent.

Regarding the other behavioral treatments, in the delayed-payout treatments the experts

predict a pattern of effort consistent with present bias, while the evidence is most consistent

with exponential discounting. The experts expect the loss framing to have about the same

effect as a gain framing with twice the incentives, consistent with the Tversky and Kahneman

(1991) calibration and largely in line with the MTurker effort. The experts also correctly expect

the probabilistic piece rates to underperform the deterministic piece rate with same expected

value, though they still overestimate the effectiveness of the probabilistic incentives.

How do we interpret the differences between the experimental results and the expert fore-

casts? We consider three classes of explanations: biased literature, biased context, and biased

experts. In the first explanation, biased literature, the published literature upon which the

experts rely is biased, perhaps due to its sparsity or some form of publication bias. In the

second explanation, biased context, the literature itself is not biased, but our experimental

results are unusual and differ from the literature due to our particular task or subject pool. In

the third explanation, biased experts, the forecasts are in error because the experts themselves

are biased - perhaps due to the experts failing to rely on or not knowing the literature.

With these explanations in mind, we present a meta-analysis of papers in the literature.2

We include lab and field experiments on effort (broadly construed) that include treatment

arms similar to ours. The resulting data set includes 42 papers covering 8 of the 15 treatment

comparisons.3 For each treatment comparison, we compute the weighted average effect in

standard deviation units (Cohen’s d) from the literature.

We stress three features of this data set. First, we found only one paper that uses MTurk

subjects for a similar treatment; thus, the experts could not rely on experiments with a compa-

rable sample. Second, nearly all papers contain only one type of treatment; papers such as ours

and Bertrand et al. (2010) comparing a number of behavioral interventions are uncommon.

Third, for most treatments we found only a few papers, sometimes little-known studies outside

economics, including for classical topics such as probability weighting.4 Thus, an expert who

wanted to consult the literature could not simply look up one or two familiar papers.

2This meta-analysis was not part of the pre-analysis plan. We are grateful to the referees for the suggestion.
3Some treatments are not included because we could not identify relevant papers for the meta-analysis.
4There is a large experimental literature on probability weighting, but on lottery choices, not on effort tasks.
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We find evidence consistent with all three classes of explanations. In the very-low-pay

condition, both the experts and the literature substantially underpredict the effort. This could

be a result of a biased literature or a biased context (and experts are unable to adapt the

results from the literature to our unique context). In another example, the literature-based

forecasts accurately predict that the low-return and the high-return charity treatments will

induce similar effort. whereas the experts predict higher effort levels when the return to

charity increases. This treatment provides evidence in favor of a biased expert account.

In general, our simple meta-analysis proves to be a worse predictor of the results than the

experts: the average absolute deviation between predictions and results is more than twice as

large for the literature-based predictions than for the expert forecasts. This difference gets

even larger if the meta-analysis weighs papers based on their citation count. This helps put in

perspective the remarkable forecasting accuracy of the experts.

In the final part of the paper, we exploit the model-based design to estimate the behavioral

parameters underlying the observed MTurk effort and the expert forecasts. With respect to

social preferences, the effort supports a simple ‘warm glow’ model, while the median expert

expects a pure altruism model. Regarding the time preferences, the median expert expects a 

of 0.76, in line with estimates in the literature, while the point estimate for  from the MTurker

effort (while noisy) is around 1. On reference dependence, assuming a value function calibrated

as in Tversky and Kahneman (1992), we find underweighting of small probabilities, while the

median expert expects (modest) overweighting. If we jointly estimate the curvature as well, the

data can accommodate probability weighting, but for unrealistic values of curvature. Finally,

we back out the loss aversion parameter using a linear approximation.

We explore complementary findings on expert forecasts in a companion paper (DellaVigna

and Pope, 2016). We present measures of expert accuracy, comparing individual forecasts with

the average forecast. We also consider determinants of accuracy and compare the predictions

of academic experts to those of other groups: PhDs, undergraduates, MBAs, and MTurkers.

We also examine beliefs of experts about their own expertise and the expertise of others. Thus,

the companion paper focuses on what makes a good forecaster, while this paper is focused on

behavioral motivators and the beliefs that experts hold about the behavioral treatments.

Our findings relate to a vast literature on behavioral motivators.5 Several of our treatments

have parallels in the literature, such as Imas (2014) and Tonin and Vlassopoulos (2015) on effort

and charitable giving. Two main features set our study apart. First, we consider the behavioral

motivators in a common environment, allowing us to measure the relative effectiveness. Second,

we compare the effectiveness of behavioral interventions with the expert expectations.

The emphasis on expert forecasts ties this paper to a small literature on forecasts of research

5Among other papers, our treatments relate to the literature on pro-social motivation (Andreoni, 1989 and

1990), crowd-out (Gneezy and Rustichini, 2000), present-bias (Laibson, 1997; O’Donoghue and Rabin, 1999),

and reference dependence (Kahneman and Tversky, 1979; Koszegi and Rabin, 2006).
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results.6 Coffman and Niehaus (2014) survey 7 experts on persuasion, while Sanders, Mitchell,

and Chonaire (2015) ask 25 faculty and students from two universities questions on 15 select

experiments run by the UK Nudge Unit. Groh, Krishnan, McKenzie and Vishwanath (2015)

elicit forecasts on an RCT from audiences of 4 academic presentations. Erev et al. (2010) ran a

competition among laboratory experimenters to forecast the result of a laboratory experiment

using learning models trained on data. These complementary efforts suggest the need for a

more systematic collection of expert beliefs about research findings.

We are also related to a recent literature on transparency in the social sciences (e.g., Sim-

mons, Nelson, and Simonsohn, 2011; Vivalt, 2016; Banerjee, Chassang, and Snowberg, 2016),

including the use of prediction markets7 to capture beliefs about the replicability of experimen-

tal findings (Dreber et al., 2015 and Camerer et al., 2016). We emphasize the complementarity,

as our study examines a novel real-effort experiment building on behavioral models, while the

Science Prediction Market concerns the exact replication of existing protocols.

Our paper also adds to a literature on structural behavioral economics8. A unique feature

is that we compare estimates of behavioral parameters in the data to the beliefs of experts.

The paper proceeds as follows. In Section 2 we motivate the treatments in light of a simple

costly-effort model, and in Section 3 we present the design. We present the treatment results

in Section 4, the evidence on forecasts in Section 5, and the meta-analysis in Section 6. In

Section 7 we derive the implied behavioral parameters and in Section 8 we conclude.

2 Treatments and Model

In this section we motivate the 18 treatments in the experiment (Table 1) in light of a simple

model of worker effort. As we will describe in more detail in Section 3, the MTurk workers

have ten minutes to complete a real-effort task (pressing a-b keys), with differences across the

treatments in incentives and behavioral motivators. The model of costly effort, which we used

to design the experiment and is registered in the pre-analysis plan, ties the 18 treatments to

key behavioral models, like present bias and reference dependence.

Piece Rates. The first four treatments involve variation in the piece rate received by

experiment participants to push buttons. (The piece rate is in addition to the advertised

compensation of a $1 flat fee for completing the task). In the first treatment subjects are

paid no piece rate (‘Your score will not affect your payment in any way’). In the next three

6There is a larger literature on forecasting about topics other than research results, e.g., the Good Judgment

Project on national security (Tetlock and Gardner, 2015; Mellers et al., 2015). Several surveys, like the IGM

Economic Expert panel, elicit opinions of experts about economic variables, such as inflation or stock returns.
7See for example Snowberg, Wolfers, and Zitzewitz (2007) on prediction markets.
8Papers include Laibson, Repetto, and Tobacman (2007), Conlin, O’Donoghue, and Vogelsang (2007),

DellaVigna, Malmendier, and List (2012), Barseghyan, Molinari, O’Donoghue, and Teitelbaum (2013), DellaV-

igna, Malmendier, List, and Rao (2015).
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treatments there is a piece rate at 1 cent (‘As a bonus, you will be paid an extra 1 cent for

every 100 points that you score’), 10 cents (‘As a bonus, you will be paid an extra 10 cents for

every 100 points that you score’), and 4 cents (‘As a bonus, you will be paid an extra 4 cents

for every 100 points that you score’). The 1-cent piece rate per 100 points is equivalent to an

average extra 15-25 cents, which is a sizeable pay increase for a 10-minute task in MTurk. The

4-cent piece rate and, especially, the 10-cent piece rate represent substantial payment increases

by MTurk standards. These stated piece rates are the only differences across the treatments.

The 0-cent, 1-cent, and 10-cent treatments provide evidence on the responsiveness of effort

to incentives for this particular task. As such, we provide the results for these benchmark

treatments to the experts so as to facilitate their forecasts of the other treatments. Later, we

use the results for these treatments to estimate a simple model of costly effort and thus back

out the behavioral parameters.

Formally, we assume that participants in the experiment maximize the return from effort

 net of the cost of effort. Let  denote the number of points (that is, alternating a-b presses).

For each point , the individual receives a piece-rate  as well as a non-monetary reward,   0.

The parameter  captures, in reduced form, a norm or sense of duty to put in effort for an

employer, or gratitude for the $1 flat payment for the 10-minute task. It could also capture

intrinsic motivation or personal competitiveness from playing a game/puzzle like our task, or

motivation to attain approval for the task.9 This motivation is important because otherwise,

for  = 0 effort would equal zero in the no-piece rate treatment, counterfactually.

We assume a convex cost of effort function  (): 0 ()  0 and 00 ()  0 for all   0

Assuming risk-neutrality, an individual solves

max
≥0

(+ )−  ()  (1)

leading to the solution (when interior) ∗ = 0−1 (+ )  Optimal effort ∗ is increasing in
the piece rate  and in the motivation  We consider two special cases for the cost function,

discussed further in DellaVigna, List, Malmendier, and Rao (2015). The first function, which

we pre-registered, is the power cost function  () = 1+ (1 + )  characterized by a constant

elasticity of effort 1 with respect to the value of effort. Under this assumption, we obtain

∗ =
µ
+ 



¶1
 (2)

A plausible alternative is that the elasticity decreases as effort increases. A function with

this feature is the exponential cost function,  () =  exp () , leading to solution

∗ =
1


log

µ
+ 



¶
 (3)

9While we granted approval for all effort levels, as promised, participants may have thought otherwise.
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Under either function, the solution for effort has three unknowns,   and  which we can

back out from the observed effort at different piece rates, as we do in Sections 4 and 7.

As Figure 1 illustrates, for a given marginal cost curve 0 () (black solid line), changes in
piece rate  shift the marginal benefit curve + plotted for two levels of piece rate  (dashed

lines). The optimal effort ∗() is at the intersection of the marginal cost and marginal benefit.
We stress two key simplifying assumptions. First, we assume that the workers are homoge-

neous, implying (counterfactually) that they would all make the same effort choice in a given

treatment. Second, even though the piece rate is earned after a discrete number of points (100

points, or 1,000 points below), we assume that it is earned continuously so as to apply the

first-order conditions. We make these restrictive assumptions to ensure the model is simple

enough to be estimated using just the three benchmark moments which the experts observe.

In Section 7 we present an alternative estimation method which relaxes these assumptions.

Very Low Pay. Motivated by the crowd-out literature (Deci, 1971), we design a treatment

with very low pay (Gneezy and Rustichini, 2000): “As a bonus, you will be paid an extra 1

cent for every 1,000 points that you score.” Even by MTurk standards, earning an extra cent

upon spending several minutes on effortful presses is a very limited reward. Thus, it may be

perceived as offensive and lead to lower effort. We model the treatment as corresponding to a

piece rate  = 001, with a shift ∆ in motivation :

∗ = 0−1 (+∆ + )  (4)

We should note that the task at hand is not necessarily an intrinsically rewarding task. As

such, one may argue that the crowd-out literature does not predict reduced effort. Even under

this interpretation, it is useful to compare the results to the expert expectations.

Social Preferences. The next two treatments involve charitable giving: “As a bonus, the

Red Cross charitable fund will be given 1 cent for every 100 points that you score” and “as

a bonus, the Red Cross charitable fund will be given 10 cents for every 100 points that you

score.” The rates correspond to the piece rates in the benchmark treatments, except that the

recipient now is a charitable organization instead of the worker, similar to Imas (2014) and

Tonin and Vlassopoulos (2015). The two treatments allow us to test a) how participants feel

about money for a charity versus money for themselves and b) whether they respond to the

return to the charity. To interpret the treatments, consider a simple social preference model

building on DellaVigna, List, Malmendier, and Rao (2015) which embeds pure altruism and a

version of ‘warm glow’. The optimal effort is

∗ = 0−1 (+  +  ∗ 01)  (5)

In the simple, additive version of a pure altruism model à la Becker (1974), the worker cares

about each dollar raised for the charity; as such, the altruism parameter  multiplies the return

to the charity  (equal to .01 or .10). In an alternative model, which we label ‘warm glow’
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(Andreoni, 1989), the worker still feels good for helping the charity, but she does not pay

attention to the actual return to the charity; she just receives utility  for each button press

to capture a warm glow or social norm of generosity.10

The final social preference treatment is a gift exchange treatment modelled upon Gneezy

and List (2006): “In appreciation to you for performing this task, you will be paid a bonus of

40 cents. Your score will not affect your payment in any way.” In this treatment there is no

piece rate, but the ‘gift’ may increase the motivation  by a factor ∆ reflecting reciprocity

towards the employer11. Thus, the gift exchange effort equals

∗ = 0−1 (+∆)  (6)

Time Preferences. Next, we have two discounting treatments: “As a bonus, you will be paid

an extra 1 cent for every 100 points that you score. This bonus will be paid to your account two

weeks from today.” and “As a bonus, you will be paid an extra 1 cent for every 100 points that

you score. This bonus will be paid to your account four weeks from today.” The piece rate is 1

cent as in a benchmark treatment, but the payment is delayed from nearly immediate (‘within

24 hours’) in the benchmark treatments, to two or four weeks later. This corresponds to the

commonly-used experimental questions to capture present bias (Laibson, 1997; O’Donoghue

and Rabin, 1999; Frederick, Loewenstein, and O’Donoghue, 2002).

We model the treatments with delayed payment with a present bias model:

∗ = 0−1
³
+ 

´
 (7)

where  is the short-run impatience factor and  is the long-run discounting factor. By com-

paring ∗ in the discounting treatments to ∗ in the piece rate treatments it is possible to back
out the present bias parameter  and the (weekly) discounting factor .

An important caveat is that present bias should apply to the utility of consumption and

real effort, not to the monetary payments per se, since such payments can be consumed in

different periods (Augenblick, Niederle, and Sprenger, 2015). Having said this, the elicitation

of present bias using monetary payments is very common.

Reference Dependence. Next, we introduce treatments motivated by prospect theory

(Kahneman and Tversky, 1979). A cornerstone of prospect theory is loss aversion: losses loom

larger than gains. To measure loss aversion, we use a framing manipulation, as in Hossain and

List (2012) and Fryer, Levitt, List, and Sadoff (2012). The first treatment promises a 40-cent

10We use ‘warm glow’ to indicate the fact that workers feel good about the contribution to charity, but

irrespective of the actual return to the charity. This warm glow specification, which is parallel to DellaVigna et

al. (2015), is not part of the pre-registration. Noice that we multiply the warm glow parameter  by 01 (the

return in the 1-cent treatment), without loss of generality, to facilitate the comparison between the two social

preference parameters. Without rescaling, the estimates for  would be rescaled by 1/100.
11The experiments on gift exchange in the field are motivated by laboratory experiments on gift exchange

and reciprocity (Fehr, Kirchsteiger, and Riedl, 1993; Fehr and Gachter, 2000).
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bonus for achieving a threshold performance: “As a bonus, you will be paid an extra 40 cents if

you score at least 2,000 points. This bonus will be paid to your account within 24 hours.” The

second treatment promises a 40 cent bonus, but then stresses that this payment will be lost if

the person does not attain a threshold score: “As a bonus, you will be paid an extra 40 cents.

This bonus will be paid to your account within 24 hours. However, you will lose this bonus

(it will not be placed in your account) unless you score at least 2,000 points.” The payoffs are

equivalent in the two cases, but the framing of the bonus differs. A third treatment is also on

the gain side, for a larger 80-cent payment: “As a bonus, you will be paid an extra 80 cents if

you score at least 2,000 points. This bonus will be paid to your account within 24 hours.”

For the gain treatments, subjects can earn payment  ($0.40 or $0.80) if they exceed a

target performance  . Following the Koszegi-Rabin (2006) gain-loss notation (but with a

reference point given by the status quo), the decision-maker maximizes

max
≥0

+ 1{≥}+ 
³
1{≥}− 0

´
−  () (8)

The first term,  + 1{≥} captures the ‘consumption’ utility, while the second term,
(1{≥} − 0) captures the gain utility relative to the reference point of no bonus. In

the loss treatment, the decision-maker takes bonus  as reference point and thus maximizes

max
≥0

+ 1{≥}+ 
³
0− 1{}

´
−  () (9)

The incentive to reach the threshold  is (1 + ) in the gain condition versus (1 + )

in the loss condition. Thus, with   1 (loss aversion) effort is higher in the loss treatment.

The gain condition for  = $080 has the purpose of benchmarking loss aversion: as we show

in Section 7, observing effort in the three treatments allows us to identify the implied loss

aversion  (under the standard assumption  = 1).12

A second key component of prospect theory is probability weighting: probabilities are

transformed with a probability weighting function  ( ) which overweights small probabilities

and underweights large probabilities (e.g., Prelec, 1998 and Wu and Gonzalez, 1996). This

motivates two treatments with stochastic piece rates, with expected incentives equal to the

1-cent benchmark treatment: “As a bonus, you will have a 1% chance of being paid an extra

$1 for every 100 points that you score. One out of every 100 participants who perform this task

will be randomly chosen to be paid this reward.” and “As a bonus, you will have a 50% chance

of being paid an extra 2 cents for every 100 points that you score. One out of two participants

who perform this task will be randomly chosen to be paid this reward.”

In these treatments, the subjects earn piece rate  with probability  , and no piece rate

otherwise, with  ∗  = 001. The utility maximization is max≥0  +  ( ) ()  −  () 

12To our knowledge, this is the first paper to propose this third condition, which allows for a simple measure

of the loss aversion parameter .
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where  () is the (possibly concave) utility of payment with  (0) = 0. The effort ∗ is

∗ = 0−1 (+ ( ) ())  (10)

A probability weighting function with prospect theory features implies (001) À 001 and

(05)  05.13 Thus, for  () approximately linear, effort will be highest in the condition with

.01 probability of a $1 piece rate: ∗=01 À ∗01  ∗=5. Conversely, with no probability

weighting and concave utility, the order is partially reversed: ∗=01  ∗=5  ∗01.
Psychology-based Treatments. A classical literature in psychology recognizes that

human motivation is based to some degree on social comparisons (e.g., Maslow, 1943). Robert

Cialdini has used comparisons to the achievements of others to induce motivation (e.g., Cialdini

et al., 2007). In the ideal implementation, we would have informed the workers that a large

majority of participants attain a high threshold (such as 2,000 points). Given that we only

report truthful messages, we opted for: “Your score will not affect your payment in any way.

Previously, many participants were able to score more than 2,000 points.”14

A second social-comparison treatment levers the competitiveness of humans (e.g. Frank,

1985 within economics): “Your score will not affect your payment in any way. After you play,

we will show you how well you did relative to other participants.”

The final manipulation is based on the influential literature in psychology on task signif-

icance (Grant, 2008): workers work harder when they are informed about the significance of

their job. Within our setting, we inform people that “Your score will not affect your payment

in any way. We are interested in how fast people choose to press digits and we would like you

to do your very best. So please try as hard as you can.”

We model these psychological treatments as in (6) with a shift ∆ in the motivation.

3 Experiment and Survey Design

Design Logic. We designed the experiment with a dual purpose. First, we wanted to obtain

evidence on behavioral motivators, covering present-biased preferences, reference dependence,

and social preferences, three cornerstones of behavioral economics (Rabin, 1998; DellaVigna,

2009; Koszegi, 2014), as well as motivators borrowed more directly from psychology.

Second, we wanted to examine how experts forecast the impact of the various motivators.

From this stand-point, we had five desiderata: (i) the experiment should have multiple treat-

ments, to make the forecasting more informative; (ii) the sample size for each treatment had

13In Section 6 we document that a meta-analysis of estimates of probability weighting implies  (01) = 06

and  (5) = 45.
14We acknowledge that a number other than 2,000 could have been used as the social norm and a different norm

may lead to more or less effort. This should be taken into consideration when thinking about the effectiveness

of this treatment relative to the other treatments.
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to be large enough to limit the role for sampling variation, since we did not want the experts

to worry about the precision of the estimates; (iii) the differences in treatments had to be

explained concisely and effectively, to give experts the best chance to grasp the design; (iv)

the results should be available soon enough, so that the experts could receive timely feedback;

and (v) the treatments and forecasting procedure should be disclosed to avoid the perception

that the experiments were selected on some criterion, i.e., ones with counterintuitive results.

In light of this, we settled on a between-subject real-effort experiment run on Amazon Me-

chanical Turk (MTurk). MTurk is an online platform that allows researchers and businesses

to post small tasks (referred to as HITs) that require a human to perform. Potential workers

can browse the set of postings and choose to complete any task for the amount of money of-

fered. MTurk has become very popular for experimental research in marketing and psychology

(Paolacci and Chandler, 2014) and is also used increasingly in economics, for example for the

study of preferences about redistribution (Kuziemko, Norton, Saez, Stantcheva, 2015).

The limited cost per subject and large available population on MTurk allow us to run

several treatments, each with a large sample size, achieving goals (i) and (ii). Furthermore,

the MTurk setting allows for a simple and transparent design (goal (iii)): the experts can

sample the task and can easily compare the different treatments, since the instructions for the

various treatments differ essentially in only one paragraph. The MTurk platform also ensures

a speedy data collection effort (goal (iv)). Finally, we pre-registered both the experimental

design and the survey, including a pre-analysis plan, to achieve goal (v).

3.1 Real-Effort Experiment

With this framework in mind, we designed a simple real-effort task on MTurk. The task

involved alternating presses of ‘a’ and ‘b’ for 10 minutes, achieving a point for each a-b alter-

nation, a task similar to those used in the literature (Amir and Ariely, 2008; Berger and Pope,

2011). While the task is not meaningful per se, it does have features that parallel clerical jobs:

it involves repetition and it gets tiring, thus testing the motivation of the workers. It is also

simple to explain to both subjects and experts.

To enroll, the subjects go through three screens: (i) a recruiting screen, specifying a $1

pay for participating in an ‘academic study regarding performance in a simple task’15, (ii) a

consent form, and (iii) a page where they enter their MTurk ID and answer three demographic

questions. The fourth screen provides instructions: ‘On the next page you will play a simple

button-pressing task. The object of this task is to alternately press the ‘a’ and ‘b’ buttons on

your keyboard as quickly as possible for 10 minutes. Every time you successfully press the ‘a’

and then the ‘b’ button, you will receive a point. Note that points will only be rewarded when

you alternate button pushes: just pressing the ‘a’ or ‘b’ button without alternating between the

15We require that workers have an 80 percent approval rate and at least 50 approved previous tasks.
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two will not result in points. Buttons must be pressed by hand only (key-bindings or automated

button-pushing programs/scripts cannot be used) or the task will not be approved. Feel free

to score as many points as you can.’ Then, the participant sees a different final paragraph

(bold and underlined) depending on the condition to which they were randomly assigned. For

example, in the 10-cent treatment, the sentence reads ‘As a bonus, you will be paid an extra

10 cents for every 100 points that you score. This bonus will be paid to your account within

24 hours.’ Table 1 reports the key content of this paragraph for all 18 treatments.16 At the

bottom of the page, subjects can try the task before proceeding.

On the fifth screen, subjects do the task. As they press digits, the page shows a clock with

a 10-minute countdown, the current points, and any earnings accumulated (depending on the

condition) (Online Appendix Figures 1a-d). A sentence summarizes the condition for earning

a bonus (if any) in that particular treatment. Thus, the 18 treatments differ in only three

ways: the main paragraph on the fourth screen explaining the condition, the one-line reminder

in the task screen, and the rate at which earnings (if any) accumulate on the task screen.

After the 10 minutes are over, the subjects are presented with the total points, the bonus

payout (if any) and the total payout, and can leave a comment if they wish. The subjects are

then thanked for their participation and given a validation code to redeem their earnings.

Pre-registration. We pre-registered the design of the experiment on the AEA RCT Reg-

istry as AEARCTR-0000714 (“Response of Output to Varying Incentive Structures on Amazon

Turk”). We pre-registered the rule for the sample size: we aimed to recruit 10,000 participants,

and at least 5,000 participants based on a power study.17 We ran the experiment for 3 weeks,

at which point we had reached approximately 10,000 subjects.18

We also pre-specified the roles for sample inclusion: “the final sample will exclude subjects

that (i) do not complete the MTurk task within 30 minutes of starting or (ii) exit then re-enter

the task as a new subject (as these individuals might see multiple treatments) or (iii) score 4000

or more points (as we have learned from a pilot study of ˜300 participants that it is physically

16For space reasons, in Table 1 we omit the sentence ‘The bonus will be paid to your account within 24 hours.’

The sentence does not appear in the time discounting treatments.
17Quoting from the registration, “based on 393 pilot participants, the standard deviation of points scored was

around 740 [...]. Assuming that this is approximately the standard deviation of each treatment in the experiment

and [...] assuming [...] a sample size of 10,000 (555 per treatment), there is then an 80% power to reject the null

hypothesis of zero difference when the actual difference is 124.6 points. Based on our pilot, different treatments

can create differences in average points scored by as much as 400-500 points.”
18The registration documents states ‘The task will be kept open on Amazon Mechanical Turk until either (i)

two weeks have passed or (ii) 10,000 subjects have completed the study, whichever comes first. If two weeks pass

without 5500 subjects completing the task, then the task will be kept open (up to six weeks) until 5500 subjects are

obtained.’ We deviated slightly from this rule by running the experiment for three weeks because we incorrectly

thought that we registered a three-week duration. The deviation has minor impact as (i) 80 percent of subjects

had been recruited by the end of week 2, and (ii) the authors did not monitor the experimental results during the

three weeks (other than for the three benchmark conditions), thus removing the potential for selective stopping.
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impossible to score more than 3500 points, so it is likely that these individuals are using bots).”

We ran the experiment before we collected forecasts so as to provide the experts with the

results of three benchmark incentive treatments, thus conveying the curvature of the cost of

effort function. At the same time, we wanted to ensure that there would be no leak of any

results. As such, as authors we did not have access to experimental results until the end of

the collection of the expert forecasts, in September 2015. During the MTurk experiment, a

research assistant ran a script to monitor the sample size and the results in the three benchmark

treatments, and sent us daily updates which we monitored for potential data issues.

Data Collection. The experiment ran for three weeks in May 2015. The initial sample

consists of 12,838 MTurk workers who started our experimental task. Of these, 721 were

dropped because of a technical problem with the survey over a several-hour period when

the software program Qualtrics moved to a new server. Individuals during this time period

experienced a malfunctioning of the counter that kept track of their scores. This sample

exclusion, which we could not have anticipated, does not appear in the registration.

We then applied the three specified sample restrictions. We dropped (i) 48 workers for scor-

ing above 4,000 points, (ii) 1,543 workers for failing to complete the experiment (for example,

many participants only filled out the demographics portion of the experiment and were never

assigned a treatment), and (iii) 364 workers for stopping the task and logging in again. (We

stated in the instructions to the workers that they could not stop the task and log in again.)

Two additional restrictions were added: we dropped 187 workers because their HIT was not

approved for some reason (e.g. they did not have a valid MTurk ID) as well as 114 workers

who never did a single button press. These participants may have experienced a technical

malfunction or it may be that their results were not recorded for some reason.19

Many of the participants that dropped out of our study did so after seeing their treatment

assignment. Thus, one may worry about selective attrition. A Pearson chi-squared test pro-

vides some evidence that the drop-out frequencies are not equal across treatments (p = .034).

Still, the actual attrition is quite small and a simple calibration suggests that it cannot lead

to a large change in effort levels across conditions. In addition, when it comes to the expert

forecasts, any selective attrition should already be considered, given that we provide experts

with the effort in three benchmark conditions (no pay, 1-cent, and 10-cent) for the non-attrited

sample. Thus, the experts are calibrated with results that contain the selective attrition.

Summary Statistics. The final sample includes 9,861 subjects, about 550 per treatment.

As Online Appendix Table 1 shows, the recruited MTurk sample matches the US population

for gender, and somewhat over-represents high-education groups and younger individuals. This

is consistent with previous literature documenting that MTurkers are actually quite represen-

tative of the population of U.S. internet users (Ipeirotis, 2009; Ross et al., 2010; Paolacci et

19The two additional restrictions, which are immaterial for the results, were added before we analyzed the

full data and were included in the pre-registration for the survey protocol AEARCTR-0000731 (see below).
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al., 2010) on characteristics such as age, socioeconomic status, and education levels.

3.2 Expert Survey

Survey. The survey of experts, registered as AEARCTR-0000731, is formatted with the

platform Qualtrics and consists of two pages.20 In the main page, the experts read a description

of the task, including the exact wording seen by the MTurkers. The experts can experience

the task by clicking on a link and see the screenshots viewed by the MTurk workers with

another click. The experts are then informed of a prize that depends on the accuracy of their

forecasts. “Five people who complete this survey will be chosen at random to be paid [...] These

five individuals will each receive $1,000 - (Mean Squared Error/200), where the mean squared

error is the average of the squared differences between his/her answers and the actual scores.”

This structure is incentive compatible under risk neutrality: participants who minimize the

sum of squared errors should indicate as their forecast the mean expected effort by treatment.21

The survey then displays the mean effort in the three benchmark treatments: no-piece rate,

1-cent, and 10-cent piece rate. The experts then see a list of the remaining 15 treatments and

create a forecast by moving the slider, or typing the forecast in a text box (though the latter

method was not emphasized) (Online Appendix Figure 2). The experts can scroll back up on

the page to review the instructions or the results of the benchmark treatments.22

We decided ex ante the rule for the slider scale. We wanted the slider to include the values

for all 18 treatments while at the same time minimizing the scope for confusion. Thus, we

chose the minimum and maximum unit to be the closest multiple of 500 that is at least 200

units away from all treatment scores. A research assistant checked this rule against the results,

leading to a slider scale between 1,000 and 2,500.

Experts. To form the group of behavioral experts, we form an initial list including: (i)

authors of papers presented at the Stanford Institute of Theoretical Economics (SITE) in

Psychology and Economics or in Experimental Economics from its inception until 2014 (for all

years in which the program is online); (ii) participants of the Behavioral Economics Annual

Meeting (BEAM) conferences from 2009 to 2014; (iii) individuals in the program committee and

keynote speakers for the Behavioral Decision Research in Management Conference (BDRM)

in 2010, 2012, and 2014; (iv) invitees to the Russell Sage Foundation 2014 Workshop on

“Behavioral Labor Economics” and (v) a list of behavioral economists compiled by ideas42.

We also add by hand a small number of additional experts. We then pare down this list of over

20We provide further details on the survey in DellaVigna and Pope (2016).
21We avoided a tournament payout structure (paying the top 5 performers) which could have introduced

risk-taking incentives; we pay instead five randomly drawn participants.
22In order to test for fatigue, we randomize across experts the order of the treatments (the only randomization

in the survey). Namely, we designate six possible orders, always keeping related interventions together, in order

to minimize the burden on the experts. There is no evidence of fatigue effects.
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600 people to 314 researchers to whom at least one of the two authors had some connection.

On July 10 and 11, 2015 one of the us sent a personalized email to each expert. The email

provided a brief introduction and notified about an upcoming email from Qualtrics with a

unique link to the survey. We followed up with an automated reminder email about two weeks

later to experts who had not yet completed the survey (and had not expressed a desire to opt

out from communication), and with a final personal email afterwards to the non-completers.23

Out of the 314 experts sent the survey, 213 completed it, for a participation rate of 68

percent. The main sample of 208 experts does not include 5 responses with missing forecasts

for at least one of the 15 treatments. Table 2 shows the selection into response. Notice that the

identity of the respondents is kept anonymous. On November 30, 2015, each expert received a

personalized email with a link to a figure analogous to Figure 5 that also included their own

forecasts. We also drew winners and distributed the prizes as promised.

4 Effort By Treatment

4.1 Average Effort

Piece Rate Treatments. We start the analysis from the benchmark treatments which the

experts had access to. Incentives have a powerful effect on effort, raising performance from

an average of 1,521 points (no piece rate) to 2,029 (1-cent piece rate) and 2,175 (10-cent piece

rate). The standard error for the mean effort per treatment is around 30 points or less (Table

3), implying that differences across treatments larger than 85 points are statistically significant.

Using as moments the average effort in these benchmark treatments, we estimate the cost

function using a minimum distance estimator. The model which we pre-registered assumes a

power cost function, leading to expression (2) for effort ∗. We estimate the three parameters:
the motivation , the cost curvature (and inverse of the elasticity)  and the scaling parameter

. Hence, we are exactly identified with 3 moments and 3 parameters.

As Column 1 of Table 5 shows,24 the cost of effort has a high estimated curvature (̂ = 33)

and thus a low elasticity of 0.03. This is not surprising given that an order-of-magnitude

increase in the piece rate (from 1 to 10 cents) increases effort by less than 10 percent. The

estimated motivation ̂ is very small: given the high curvature of the cost of effort function,

even a small degree of motivation can reproduce the observed effort of 1,522 for zero piece rate.

How does this estimated model fit in sample (the benchmark treatments) and out of sample

(the 4-cent piece rate)? Figure 2a displays the estimated marginal cost curve 0 () = ̂̂ and

the marginal benefit curves ̂+  for the different piece rates. By design, the model perfectly

23We also collected forecasts from PhD students in economics, undergraduate students, MBA students, and

a group of MTurk subjects. We analyze these results in DellaVigna and Pope (2016).
24The standard errors for the parameters are derived via a bootstrap with 1,000 draws.
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fits in sample the 0-cent, 1-cent, and 10-cent cases. The model then predicts a productivity

for the 4-cent case of 2,116, very close to the actual effort of 2,132.

As an alternative cost of effort function, as discussed in Section 2, we consider an exponential

function, with declining elasticity:  () =  exp () . Column 3 of Table 5 shows that, as

with the power function, the motivation  is estimated to be very small. The exponential

function also perfectly fits the benchmark moments, and makes a similar prediction for the 4-

cent treatment (Online Appendix Figure 3a). Further, allowing for heterogeneity and discrete

incentives also leads to a very similar prediction of effort (Section 7).

Pay Enough or Don’t Pay At All. In the first behavioral treatment we pay a very low

piece rate: 1 cent for every 1,000 points. For comparison, the 1-cent benchmark treatment

pays 1 cent per 100 points, and thus has ten times higher incentives. We examine whether this

very low piece rate crowds out motivation as in Gneezy and Rustichini (2000).

To estimate the extent of crowd-out, we predict the counterfactual effort given the incentive,

assuming no crowd-out (that is, zero ∆ in expression (4)): ̂ = ((̂+ 001) ̂)1̂ 25

Figure 2b displays the predicted effort, 1,893, at the intersection of the marginal cost curve

with the marginal benefit set at ̂+ 001. The model with exponential cost of effort makes a

very similar prediction (Online Appendix Figure 3b), as do models allowing for heterogeneity

and discrete incentives (see Section 7 and Appendix A). Remarkably, the observed effort, 1,883,

equals almost exactly the predicted effort due to incentives. The very low piece rate did not

crowd out motivation in our setting.

Social Preferences. Next, we consider the two charitable giving treatments, in which

the Red Cross receives 1 cent (or 10 cents) per 100 points. Figure 3 shows the average effort

for all 18 treatments, ranked by average effort. The 1-cent charity treatment induces effort of

1,907, well above the no-piece rate benchmark, but below the treatment with a private 1-cent

piece rate. This indicates social preferences with a smaller weight on a charity than on oneself.

Interestingly, the 10-cent charity treatment induces almost identical effort, 1,918, suggesting

that individuals are not responsive to the return to the charity.

The third social preference treatment involves gift exchange: subjects receive an unexpected

bonus of 40 cents, unconditional on performance. As Figure 3 and Table 3 show, this treatment,

while increasing output relative to the no-pay treatment, has the second smallest effect, 1,602,

after the benchmark no-piece-rate treatment.

Time Preferences. The two time preference treatments mirror the 1-cent benchmark

treatment, except that the promised amount is paid in two (or four) weeks. Figure 3 shows

that the temporal delay in the payment lowers effort somewhat, but the effect is quantitatively

quite small. More importantly, we do not appear to find evidence for a beta-delta pattern: if

anything, the decline in output is larger going from the two-week treatment to the four-week

25As piece rate we use one tenth the piece rate for the benchmark one-cent treatment ( = 01), ignoring the

fact that the piece rate paid only every 1,000 points. We return to this later in Appendix A.
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treatment than from the immediate pay to the two-week payment.

Reference Dependence. Next, we focus on loss aversion with treatments that vary the

framing of a bonus at a 2,000 threshold as a gain or loss. As Figure 3 shows, the effort is

higher for the 40-cent loss framing than for the 40-cent gain framing, though the difference is

small and not statistically significant. In terms of induced output, the 40-cent loss treatment is

about halfway between the 40-cent gain treatment and the 80-cent gain treatment. We return

in Section 7 to the implied loss aversion coefficient.

Another key component of reference dependence is the probability weighting function which

magnifies small probabilities. We designed two treatments with stochastic piece rates yielding

(in expected value) the same incentive as the 1-cent benchmark: a treatment with 1 percent

probability of a $1 piece rate (per 100 points) and another with 50 percent probability of

a 2c piece rate (also per 100 points). Under probability weighting (and approximate risk

neutrality), the 1-percent treatment should have the largest effect, even compared to the 1-cent

benchmark. We find no support for overweighting of small probabilities: the treatment with 1

percent probability of $1 yields significantly lower effort (1,896) compared to the benchmark

1-cent treatment (2,029) or the 50-percent treatment (1,977).

Psychology-based Treatments. Lastly, we turn to the more psychology-motivated treat-

ments, which offer purely non-monetary encouragements: social comparisons (Cialdini et al.,

2007), ranking with other participants, and emphasis of task significance (Grant, 2008).

All three treatments outperform the benchmark no-piece-rate treatment by 200 to 300

points, with the most effective treatment being the Cialdini-base social comparison. The

treatments also are more effective than the (equally unincentivized) gift-exchange treatment.

At the same time, they are less effective than any of the treatments with incentives, includ-

ing even the very-low-pay treatment. At least in this particular task with MTurk workers,

purely psychological interventions have only a moderate effectiveness relative to the power of

incentives. Still, they are cost-effective as they increase output for no additional cost.

4.2 Heterogeneity and Timing of Effort

Distribution of Effort. Beyond the average effort, which is the variable that the experts

forecast, we consider the distribution of effort (Online Appendix Figure 4) Across all 18 treat-

ments, relatively few workers do fewer than 500 presses, and even fewer score more than 3,000

points with almost no one above 3,500 points. There are spikes at each 100 and especially at

each 1,000-point mark, in part because of discrete incentives at these round numbers.

Figure 4a presents the cumulative distribution function for the benchmark treatments and

for the crowd-out treatment.26 Incentives induce a clear rightward shift in effort relative to

26The c.d.f. of effort for the 4-cent treatment, which would be hard to see in the figure, lies between the

1-cent and the 10-cent benchmarks.
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the no-pay benchmark, even with the very low 1-cent-per-1,000-points piece rate. The piece

rates are particularly effective at reducing the incidence of effort below 1,000 points, from 20

percent in the no-pay benchmark to less than 8 percent in any of the piece rate conditions.

Figure 4b shows that the treatments with no monetary incentives shift effort to the right,

though not as much as the piece rate treatments do. Despite the absence of monetary incen-

tives, there is some evidence of bunching at round numbers of points.

Regarding the gain-loss treatments (Figure 4c), we observe, as expected, bunching at 2,000

points, the threshold level for earning the bonus, and missing mass to the left of 2,000 points.

Compared to the 40-cent gain treatment, both the 80-cent gain and the 40-cent loss treatments

have 5 percent less mass to the left of 2,000 points, and more mass at 2,000 points (the predicted

bunching) and points in the low 2,000s. The difference between the three treatments is smaller

for low effort (below 1,500 points) or for high effort (above 2,500 points).27 This conforms to the

model predictions: individuals who are not going to come close to 2,000 points, or individuals

who were planning to work hard nonetheless, are largely unaffected by the incentive change.

These findings are in line with evidence on bunching and shifts due to discrete incentives and

loss aversion (e.g., Rees-Jones, 2014 and Allen, Dechow, Pope, and Wu, forthcoming).28

Effort Over Time. As final piece of evidence on the MTurker effort, Online Appendix

Figures 5a and 5b display the evolution of effort over the 10 minutes of the task. Overall,

the average effort remains relatively constant, potentially reflecting a combination of fatigue

and learning by doing. The only treatments that, not surprisingly, experience a substantial

decrease of effort in the last 3 minutes are the gain/loss treatments, since the workers are likely

to have reached the 2,000 threshold by then. The plots also show a remarkable stability in the

ranking of the treatments over the different minutes: for example, at any given minute, the

piece rate treatments induce a higher effort than the treatments with non-monetary pay. The

one exception is the crowd-out treatment which in the final minutes declines in effectiveness.

5 Expert Forecasts

5.1 Mean Expert Forecasts

Which of these results did the experts anticipate? What are the biggest discrepancies? For each

treatment, Figure 5 and Table 3 indicate the mean forecast across the 208 experts, along with

27Formally, there should be no impact of the change in incentive on the distribution of points about 2,000.

However, some small slippage from the threshold at 2,000 is natural.
28A comparison with the no-piece rate benchmark also shows that the threshold incentive doubles the share

of workers exerting effort above 2,500 points. This difference is not predicted by a simple reference-dependence

model, given that there is no incentive to exert effort past the 2,000-point threshold. For the estimation of

reference dependence, we compare the three threshold treatments to each other and thus do not take a stand

on the level of effort induced by the threshold itself.
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the actual effort. Table 3 also indicates whether there is a statistically significant difference

between the mean forecast and the effort.

The largest discrepancy (more than 200 points) between mean forecast and effort is for the

low-pay treatment: on average, experts expect crowd out with a very low piece rate, at least

with respect to the counterfactual computed above. Instead, we find no evidence of crowd out.

The next largest deviations occur for the gain-loss treatments: experts expect these treat-

ments to induce an effort of around 2,000 points while the observed effort is around 2,150

points. Notice that this deviation reflects an incorrect expectation regarding the effect of the

threshold, not a discrepancy about the gain-loss framing. Regarding the latter, the forecasters

on average expect about the same effort from the 80-cent gain treatment (2,007) and from the

40-cent loss treatment (2,002). We return to this in Section 7.

Another sizeable deviation is for the gift exchange treatment which, as we noted, has a very

limited effect on productivity. Forecasters on average expect an impact of gift exchange that

is 107 points larger, 1,709 points versus 1,602 points.

Turning to the charitable giving treatments, the experts are spot on (on average) with their

forecast for the 1-cent charitable giving treatment, 1,894 versus 1,907 points. They however

predict that the 10-cent charitable giving treatment will yield output that is about 80 points

higher, whereas the output is essentially the same under the two conditions. The forecasters

expect pure altruism to play a role, while the evidence points almost exclusively to warm glow.

We decompose formally the two components in Section 7.

It is interesting to consider together all the six treatments with no private monetary incen-

tives: gift exchange, the psychology-based treatments, and the charitable-giving treatments.

The experts are remarkably accurate: the average forecast ranks the six treatments in the exact

correct order of effectiveness, from gift exchange (least effective) to 10-cent charitable giving

(most effective). Furthermore, the deviation between average forecast and actual performance

is at most 107 points, a deviation of less than 7 percent from the actual effort.

Considering then the time preference treatments, the experts expect a significant output

decrease with a 2-week delay, compared to the 1-cent treatment with no delay, with only a

small further decrease for a 4-week delay. The experts thus anticipate present bias, while the

evidence is more consistent with delta discounting. We return to this in Section 7.

Finally in the treatments with probabilistic piece rate, the experts on average guess just

right the output for the treatment with a 50 percent probability of a 2-cent piece rate (1,941

versus 1,977). However, they on average expect that the effort will be somewhat higher for the

treatment with a 1 percent chance of a $1 piece rate, in the direction predicted by probability

weighting (though with a modest magnitude). The evidence, instead, does not support the

overweighting of small probabilities predicted by probability weighting.
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5.2 Heterogeneity of Expert Forecasts

How much do experts disagree? We consider the dispersion of forecasts in Figures 6a-d, dis-

playing also the observed average effort (red circle) and the benchmarks (vertical lines).

Two piece rate treatments are polar opposites in terms of expert disagreement (Figure

6a). The 4-cent treatment has the least heterogeneity in forecasts, not surprisingly since one

can form a forecast using a straightforward model. In contrast, the 1-cent-per-1,000-point

treatment has the most heterogeneity. About 35 percent of experts expect strong enough

motivational crowd out to yield lower output relative to the no-pay treatment (the first vertical

line), while other experts expect no crowd out.

The forecasts for the charity treatments (also in Figure 6a) also display a fair degree of

disagreement on the expected effectiveness: 20 percent of experts expects the 1-cent charity

treatment to outperform the 1-cent piece rate treatment. These experts expect that workers

assign a higher weight on the return to a charity than on an equal-size private return. The

disagreement is instead limited for the delayed-payment treatments (Figure 6b).

The probability weighting treatments (also in Figure 6b) reveal substantial heterogeneity.

Fifty percent of experts expect higher effort in the 1 percent treatment than in the 1-cent

benchmark; of these experts, almost half expects strong enough overweighting of small prob-

abilities to lead to higher effort than in the 10-cent benchmark. The remaining fifty percent

of experts instead expects risk aversion (over small stakes) to be a stronger force. There is

much less variance among experts for the 50-percent treatment, as one would expect, since

probability weighting, to a first approximation, should not play a role.

Figure 6c presents the evidence for the gain and loss treatments, showing that the c.d.f.s

for the 80-cent gain and the 40-cent loss treatment are right on top of each other.

For the remaining treatments with no incentive pay–gift exchange and the psychology

treatments–there is a fairly wide distribution of guesses mostly between the no-pay treatment

and the 1-cent piece rate treatment (Figure 6d). For the two social comparison treatments,

in fact, 25 percent of experts expect that these treatments would outperform the 1-cent piece

rate treatment. In reality, the treatments, while effective, are not that powerful.

Field. Is the heterogeneity in forecasts explained in part by differences in the field of exper-

tise? Figure 7 presents the average forecast by treatment separately for experts with primary

field in behavioral economics, laboratory experiments, standard economics, and psychology

and decision-making. Perhaps surprisingly, the differences are small. All groups of experts

expect more crowd out than in the data, expect more gift exchange than in the data, and

expect higher effort for the 10-cent charitable giving treatment compared to the 1-cent char-

itable giving treatment. There are some differences–psych experts expect less overweighting

of small probabilities–but the differences are small and unsystematic. Field of expertise, thus,
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does not explain the heterogeneity in forecasts.29

6 Interpretation and Meta-Analysis

How do we interpret the differences between the experimental results and the expert forecasts?

We consider three classes of explanations: biased literature, biased context, and biased experts.

In the first explanation, biased literature, the published literature upon which the experts rely is

biased, perhaps due to its sparsity or some form of publication bias. In the second explanation,

biased context, the literature itself is not biased, but our experimental results are unusual and

differ from the literature due to our particular task or the subject pool in our study.30 In

this explanation, experts may be unable to fully adapt the results from the literature to the

particular context of our experiment. In the third explanation, biased experts, the forecasts

are in error because the experts themselves are biased. This bias could be due to the experts

not providing their full effort or failing to rely on, or not knowing, the literature.

In order to carefully discuss the three possible explanations above, we undertake a meta-

analysis of related papers. We require: (i) a laboratory or field experiment (or natural ex-

periment); (ii) a treatment comparison that matches the one in our study; (iii) an outcome

variable about (broadly conceived) effort, such as responding to a survey.

The resulting data set includes 42 papers covering 8 of the 15 treatment comparisons,

with the summary measures in Table 4 and the detailed paper-by-paper summaries in Online

Appendix Table 2. The meta-analysis covers the treatments with very low pay (6 papers),

charitable giving (5 papers), gift exchange (11 papers), probability weighting (4 papers), social

comparisons a la Cialdini (9 papers), ranking (5 papers), and task significance (5 papers).

For each paper, we compute the treatment effect in standard deviation units (that is,

Cohen’s d), with its standard error. We then generate the average Cohen’s d across the papers

using inverse-variance weighting, which is consistent with the fixed effect estimator commonly

used in meta-analysis studies (Column 8 in Table 4). We also report an alternative Cohen’s d

weighting papers by their Google Scholar citations to capture the impact of prominent papers

(Column 9). The table also reports the number of papers for a treatment (Column 5), and the

number of papers with MTurk subjects or a similar online sample (Column 6). For comparison,

the table also reports the treatment effects from our MTurk sample in standard deviation units

29In DellaVigna and Pope (2016) we consider further characteristics, such as citations and academic rank.
30Our results are unlikely to be biased due to an atypical statistical draw, given the large sample size. We

can quantify the magnitude of the sample error in the data by performing a Bayesian shrinkage correction (e.g.

Jacob and Lefgren, 2008). For each treatment k we calculate ê=
̄2

̄2+2


ê+

³
1− ̄2

̄2+2


´
ē where ̄2 is

the variance across the 18 effort estimates (̂) and 
2
 is the square of the estimated standard error of effort for

treatment . The estimator takes a convex combination between the estimated ̂ (Table 3) and the average

effort across all 18 treatments (̄). As Online Appendix Figure 6 shows, this correction barely affects the point

estimates, given that the standard errors for each treatment are small relative to the cross-treatment differences.
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(Column 3) as well as the average forecast in standard deviation units (Column 4).

We stress two main caveats. First, despite our best efforts to track down papers, including

contacting the authors of key papers for suggestions, it is sometimes difficult to determine

whether a paper belongs to a treatment comparison and it is likely that we are missing some

relevant papers. Second, the meta-analysis does not represent all treatments. It does not cover

the 4-cent piece rate treatment since it is not a behavioral treatment and we already have a

model-based benchmark. It also does not cover the gain-loss treatments because the forecast

errors for those treatments are related to misforecasting the effect of a payoff threshold, not to

poor forecasts of loss aversion. Finally, we could not find any paper that considers how effort

varies when the pay is immediate, versus delayed by about 2 weeks, and 4 weeks.31

We highlight three features of this data set. First, we found only two papers using an

online sample like MTurk; thus, the experts could not rely on experiments with a comparable

sample. Second, nearly all papers contain only one type of treatment; papers such as ours

and Bertrand et al. (2010) comparing a number of behavioral interventions are uncommon.

Third, for most treatments we found only a few papers, sometimes little-known studies outside

economics, including for classical topics such as probability weighting. Thus, an expert who

wanted to consult the literature could not simply look up one or two familiar papers.

Turning to the meta-analysis, in the very-low-pay literature we find 6 papers, including

Gneezy and Rustichini (2000), with both a very-low-piece-rate treatment and a no-piece-rate

treatment. Some of the papers mention crowd out (such as Gneezy and Rey-Biel, 2013), while

others do not, but in the context the pay is very low (e.g., Ashraf, Bandiera, and Jack, 2014).

The findings are split, with some papers finding a decrease in effort with very low pay, while

other papers (like us) find a sizable increase in effort instead. The meta-analysis Cohen’s d is

slightly negative (-0.06 s.d.) and clearly negative if weighting by citations (-0.44 s.d.).

In the charitable giving literature, we consider papers comparing a piece rate to self versus

the same piece rate for the charity, and also comparing a low piece rate to charity and a high

piece rate to charity. Based on 5 papers with these features, we draw three comparisons: (i)

piece rate to self versus to charity (low piece rate); (ii) piece rate to self versus to charity (high

piece rate); (iii) low- versus high-piece rate to charity. The results in the first two comparisons

vary sizably across the papers, but the latter comparison yields consistent results: there is

generally no effort increase from increasing the return to the charity.

The gift exchange comparison has the largest number of papers we found (11 papers). The

Cohen’s d indicates a small, positive effect of 0.17 s.d. in response to a monetary gift. The

effect is much larger when citation weighted, given the large effects in Gneezy and List (2006).

Next, we compare treatments with a probabilistic incentive (with low probability) to a

31Kaur, Kremer, and Mullainathan (2015) fits in the category, but their maximum distance to pay (payday) is

6 days. Designs such as Augenblick, Niederle, and Sprenger (2015) vary the distance between the effort decision,

and the effort itselt, not the distance to pay.
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certain incentive with the same expected value. Surprisingly, we found no papers in economics,

but we located 4 papers on survey and test completion. The meta-analysis Cohen’s d is -0.09.

For the social comparison, we draw on the meta-analysis in Coffman, Featherstone and

Kessler (2016), and estimate a small, though statistically significant, Cohen’s d of 0.02. This

literature has by far the most precise Cohen’s d estimates, given the large sample sizes.

Next, we consider experiments in which subjects are told that they will be ranked relative

to others, with no incentive tied to the rank. These treatments on average yield no effect

(Cohen’s d of -0.03). By comparison, the task significance treatments yield a positive Cohen’s

d of 0.19 s.d., and a very large Cohen’s d of 0.80 s.d. in the citation-weighted measure.

In Figure 8 we display, for each of the 8 treatments, the average expert forecast and the

effort implied by the meta-analysis, and relate these predictions to the actual results. Using

this figure, one can identify several interesting cases that shed light on the three classes of

explanations: biased literature, biased context, and biased experts.

Some treatments show reasonably accurate predictions by both experts and the literature

(e.g., gift exchange). A different case is when the literature-based predictions are poor, but

the experts are accurate (e.g., social comparison). In this case the literature might be biased

and the experts know it is biased and do not rely on it. Alternatively, the literature may be

accurate but our context is different than the typical paper in the literature and the experts

are able to adapt their knowledge from the literature to our new context.

Another interesting case is when the literature makes accurate predictions while the experts

are in error. When comparing effort with low and high return to charity, the literature (and

our experimental results) finds no difference between the two treatments. Yet, the experts

predict a 0.15 standard deviation higher effort with the high return to charity. In this case,

the experts may be biased and fail to use the (recent) literature when making forecasts.

The final case is when the predictions by both the experts and the literature are inaccurate.

In the very-low-pay condition, both experts and (especially) the literature under-predict the

effort. This could be the result of a biased literature. Alternatively, the literature may be

unbiased, but our context may be unique and the experts are unable to see that it will produce

a result that is different than the one in the literature.

With only 8 treatments, it is difficult to make a definitive claim about what is the most

likely explanation for the differences between the expert forecasts and our experimental results.

Indeed, we find some evidence in favor of each of the three classes of explanations.

An interesting comparison across the 8 treatments is between the experts and the meta-

analysis: do the experts outperform the forecasts formed based on the literature? The average

absolute deviation between predictions and results is more than twice as large for the literature-

based predictions than for the expert forecasts. This difference gets larger if the meta-analysis

weighs papers based on their citation count (Online Appendix Figure 7). This puts further in

perspective the quality of expert forecasts.

23



In principle, we would like to also relate the strength and precision of the evidence in the

meta-analysis to the uncertainty in the expert forecasts. However, there is limited variation

in the strength of evidence as all but 2 of the treatment comparisons include 4-6 papers, with

only gift exchange and social comparisons having twice as many. The precision in the Cohen’s

d estimate is also quite parallel across treatments, with the standard error equal to 0.04-0.05

standard deviations for all treatments, other than for the social comparison treatments.

Using all 15 treatments, we relate instead the heterogeneity in the expert forecasts to the

heterogeneity of MTurker effort in that treatment. If the dispersion of forecasts among experts

in a particular treatment reflects behavioral forces affecting effort in opposite directions, such as

overweighting of small probabilities versus curvature of the utility function in the probabilistic

pay treatment, and the contrasting behavioral forces differ across workers, treatments with

high heterogeneity in forecasts may also have high heterogeneity in MTurker effort. Online

Appendix Figure 8 provides evidence of a positive correlation among the 15 treatments.32

As we discussed, the meta-analysis is limited to papers on effort, since we cannot directly

translate evidence on other outcomes. Of course, if we had estimates of the underlying be-

havioral parameters in the literature, we could translate the estimate in effort units, given our

estimates for the curvature of the cost of effort function and for the motivation term.

While we cannot do this for all treatments, we present estimates for the probabilistic piece

rate treatments based on such structural estimates. In Online Appendix Table 3 we list key

estimates of the probability weighting function (mostly from lottery choice), and derive the

implied weights for 1 percent and 50 percent probabilities. Averaging across the papers, the

probability weight for a 1 percent probability is 6 percent, while the probability weight for a 50

percent probability is 45 percent. Given our estimates for the cost function (Table 5, Column

(1)) and assuming risk-neutrality, these values imply a predicted effort of 2,142 points in the 1

percent treatment and 2,022 points in the 50 percent treatment.33 The latter estimate is close

to the MTurk effort, possibly explaining why the experts guess accurately this treatment. The

meta-analysis-based estimate for the 1 percent treatment is instead high relative to the data,

plausibly contributing to the expert overestimation of the impact of this treatment.

Overall, in terms of explaining why the expert forecasts at times differ from our experimental

results, we find pieces of evidence supporing each of the explanations–biased literature, biased

context, and biased experts. Going forward, how do we gain a better understanding of why

expert and literature-based forecasts may be biased? One option is to explore expertise more

broadly as we do in the companion paper (Pope and DellaVigna, 2016), where we compare the

forecasts made by experts to forecasts made by non-experts (undergraduate students, MTurk

participants, etc.). This can help provide evidence on the treatments for which knowing the

literature might lead to bias. In Pope and DellaVigna (2016), we also look at different types

32The correlation is muted if one restricts attention to the 8 treatments in the meta-analysis.
33The results for a utility function with curvature of 0.88 or even 0.7 are similar.

24



of expertise, for example comparing experts who are familiar with the MTurk environment to

those that are not. We find no evidence of a difference in forecast ability across these two

groups, which is evidence against a biased context account.

Additional future work can try to further understand inaccuracies in expert forecasts. For

example, one could study the same treatments as in our experiment but with a different task.

If the treatments where experts had a large amount of forecast error in this paper are the

ones where the experimental results change significantly (in the direction of the forecasts), this

would be evidence of biased context for the current paper. If the treatment effects are largely

the same, then this suggests that biased experts or biased literature is the more likely story.

Hopefully future research can continue to tease apart these various explanations for how good

experts are at making forecasts and why they sometimes make poor predictions.

7 Estimates of Behavioral Parameters

An advantage of field experiments is that their design can be tailored to a model, so as to

test the model and estimate parameters. Surprisingly, model-based field experiments are still

relatively uncommon (Card, DellaVigna, and Malmendier, 2011). One of the difficulties of con-

ducting these experiments is that the researcher needs to estimate a set of nuisance parameters

(e.g., about the environment), in order to focus on the parameters of interest.

In our setting, the simplicity of the chosen task implies that the only nuisance parameters

are those on the cost of effort. We thus designed the piece rate treatments to pin down these

parameters, as stressed in Section 4. Armed with these estimates, we can identify the behavioral

parameters of interest. Furthermore, since we informed the experts about the results in the

benchmark treatments, we can, at least in principle, assume that the forecasters approximately

share the estimates for these nuisance parameters. We now present the estimation procedures,

and the resulting estimates, with additional details in Online Appendix A.

Minimum-Distance Estimation. For the minimum-distance estimation, we use as mo-

ments the average effort in the three benchmark treatments (no-pay, 1-cent, and 10-cent) to

estimate ̂ ̂ and ̂. Panel A of Table 5 presents the estimates with power cost (Column 1)

and exponential cost (Column 3), as we discussed in Section 4.

Given these estimates, we then back out the behavioral parameters using the average ef-

fort in the relevant behavioral treatments as moments. For example, assuming a power cost

function, effort in the 1-cent and 10-cent charitable giving treatments equal

̄01 =

µ
̂+ (̂+ ̂) ∗ 01

̂

¶1̂
and ̄10 =

µ
̂+ ̂ ∗ 01 + ̂ ∗ 10

̂

¶1̂
 (11)

The system of two equations in two unknowns (given the estimates of ̂ ̂ and ̂) yields

solutions for ̂ and ̂. By design, the model is just identified. We derive confidence intervals
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for the parameters using a bootstrap procedure.

The appeal of this simple identification strategy is that the forecasters could also, at least

in principle, have obtained the same estimates for ̂ ̂ and ̂, given the observed effort in the

benchmark treatments. Under this assumption, we can take the forecasts (01 

10) of

expert  and back out the implied beliefs about social preferences (e e) of expert .
Non-Linear Least Squares. The minimum-distance estimates assume no error term

and thus, counterfactually, no heterogeneity in effort. It also assumes, for simplicity, that the

incentives accrue continuously, as opposed to at fixed 100-point intervals. We now relax these

assumptions using data on the individual-level effort.

We allow for a heterogeneous marginal cost of effort  () in maximization problem (1).

Namely, for the power cost case we assume that worker  has  () = 
1+
 (1 + )−1 exp (−),

with  normally distributed  ∼ (0 2 ). The additional noise term exp (−) has a
lognormal distribution, ensuring positive realizations for the marginal cost of effort. As

DellaVigna, List, Malmendier, and Rao (2015) show, this implies the first-order condition

+ − 

 exp (−) = 0 and, after taking logs and transforming,

log () =
1


[log (+ )− log ()] +   (12)

Equation (12) can be estimated with non-linear least squares (NLS). Similarly, for the case

of exponential cost function we assume  () =  exp () 
−1 exp (−)  yielding a parallel

estimating expression but with effort, rather than log effort, as dependent variable:

 =
1


[log (+ )− log ()] +   (13)

The NLS estimation allows us to model the heterogeneity in effort  . To take into account

the discontinuous incentives, we assume that the individual chooses output in units of 100

points, and estimate the model using output rounded to the closest 100-point: that is, a score

of 2,130 points is recorded as 21 units of 100 points. This assumption allows us to use the

first-order condition for effort and thus the non-linear least squares for estimation.34

Columns 2 and 4 of Panel A in Table 5 display the estimates of the non-linear least squares

model using the benchmark treatments. The parameter estimates for the exponential cost

function case (Column 4) are nearly identical to the minimum-distance ones (Column 3). The

model perfectly fits the benchmark treatments and makes predictions for the 4-cent treatment

and for the low-pay treatment that are very similar to the minimum distance ones.35

34This is still an approximation, given that the choice of units is still discrete so strictly speaking the first

order condition does not apply.
35The implied effort for the low-pay treatment still assumes an incentive of .1 cent every 100 point, rather

than an incentive ocurring only every 1,000 points. In Appendix A we show that modelling the discrete jumps

at 1,000 gives similar results for the implied effort in the low-pay treament.
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The NLS estimates for the power cost function (Column 2) yield a lower curvature than the

minimum-distance estimates (̂ = 24 versus ̂ = 33). The NLS model, as (12) stresses,

matches the expected log effort, while the minimum-distance matches the log of expected

effort (given the assumed homogeneity). Nonetheless, both models fit the in-sample moments

perfectly and make similar predictions for the 4-cent treatment and the low-pay treatment.36

We use the NLS estimator to estimate the behavioral parameters in Panel B. Formally, we

run a NLS regression including the benchmark treatments as well as the behavioral treatments.

We report the point estimates for the behavioral coefficients (Columns 3 and 6) and, for the

exponential case, the behavioral parameters implied by the expert forecasts (Column 7).37

Social Preferences. Returning to social preferences, equation (11) clarifies the difference

between our models of altruism and warm glow: the altruism parameter  multiplies the actual

return to the charity while the warm glow term  multiplies a constant return which we set,

for convenience, to .01, the 1-cent return. Taking logs of output and differencing, we obtain

log (̄10)− log (̄01) =
1

̂
[log (̂+ ̂ ∗ 01 + ̂ ∗ 10)− log (̂+ (̂+ ̂) ∗ 01)] 

The increase in output between the two treatments identifies the altruism parameter  since

the two right-hand side log terms differ only in the terms ̂ ∗ 10 versus ̂ ∗ 01. The warm
glow parameter ̂ is identified from the level of effort in the 1-cent charity treatment. The

expression also clarifies that 1̂ is the elasticity of effort with respect to motivation.

The altruism coefficient from the MTurk effort is estimated to be essentially zero in all

four specification, e.g. ̂ = 0003 in Column 1. Importantly, the confidence interval is tight

enough that we can reject even small values, such as the workers putting .03 as much weight

on the charity as on themselves (Column 1). Instead, the median expert expects altruisme = 0067 (Columns 2 and 5), outside the confidence interval of the MTurk estimates.

The pattern for warm glow is the converse: the worker effort indicates sizable warm glow,

with a weight ̂ between 0.12 (Column 1) and 0.20 (Column 3) on the average return for the

charity. The median forecast instead is e = 002 (Column 1), which is barely inside the 95

percent confidence interval for the estimates from the MTurk effort. Online Appendix Figures

9a-b show the distribution of the social preferences parameters (e e) estimated from the 208

expert forecasts from the minimum-distance power cost specification (Column 1). The green

solid line denotes the value implied by the median forecast, and the red dashed line indicates

the parameter value implied by the actual MTurk worker effort.

Panel B of Table 5 also reports the estimated shift in motivation due to gift exchange. The

impact on motivation is estimated to be tiny, consistent with the small gift exchange effect, as

36Notice that for the NLS model with power cost in Column 2 of Table 5, the predictions are evaluated using

the average log effort.
37For the power cost case we cannot infer the parameters implied by the expert forecasts since we did not

elicit the expected log points, as the model requires.
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well as the small value for baseline motivation. We do not report the other motivation shift

parameters in response to the other non-monetary treatments, but the estimates are similarly

small in magnitude. The expert forecasts are generally in line, though some experts expect a

sizeable shift in motivation due to the treatments.

Time Preferences. We model effort in the delayed-payment treatments as in (7), with

 denoting the weeks of delay,  the present bias parameter, and  the (weekly) discount

factor. As Panel B of Table 5 indicates, the estimates of the time preference parameters from

the worker effort are noisy: the point estimate indicates no present bias, but the confidence

intervals for  are wide.38 Even given the imprecise estimate from the MTurk data, there is

useful information in the expert forecasts: the median expert (Column 2) expects present bias

(e = 076) with a significant left tail of smaller estimates (as well as estimates above 1).

Probability Weighting. In prospect theory, the probability weighting function  ( )

transforms probabilities  into weights, which are then used to calculate the value of the

‘prospects’. The evidence on probability weighting (e.g., Prelec, 1998, and see Online Appendix

Table 3) suggests that small probabilities are overweighted by a factor of 3 to 6, with a

probability of 50 percent is slightly downweighted. The treatment with a 1 percent probability

of a $1 piece rate allows us to test for such overweighting of small probability and estimate

 (001). The design also includes a treatment with 50 percent probability of a 2-cent piece

rate to provide evidence on the concavity of the value function, i.e., the risk aversion.

We model optimal effort in the probabilistic treatments as in (10), allowing for a possibly

concave utility function  () =  This includes linear utility ( = 1), assumed so far, as well

as the calibrated value  = 088 from Tversky and Kahneman (1992). For simplicity, we assume

that the probability weight does not transform the 50-percent probability ( (05) = 05).

Since allowing for curvature in the utility function  () affects the estimates also in the

benchmark treatments, we re-estimate also the baseline parameters using the three benchmark

treatments and the two probabilistic treatments. In Table 6, Panel A we report the results for

the NLS estimates; the results are similar with minimum distance.

The probability weight for a 1 percent probability is estimated to be smaller than 1 percent

under the assumption of either linear utility (Columns 1 and 4) or concave utility with the

Kahneman and Tversky curvature (Columns 2 and 5). Thus, we do not find evidence of

overweighting of small probabilities. In contrast, the median expert expects overweighting of 1

percent probability under either specification (Columns 4 and 5). The difference between the

median forecast and the estimate from the MTurk effort is statistically significant.

The specification with estimated curvature of the utility function (Columns 3 and 6) leads

to imprecise results, yielding very high curvature with the exponential cost function (Column

6) and near-linear utility with power cost function (Column 3). The former case, given the

38The lack of support for present bias may also reflect the 24-hour delay in pay (Balakrishnan, Haushofer and

Jakiela, 2015).
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high curvature of the value function, is the only case with estimates implying overweighting of

small probability, but the estimates are very imprecise.

Thus, under plausible curvature of the value function, the MTurk effort does not provide

evidence of overweighting of small probabilities, contrary to the forecast of the median expert.

Loss Aversion. We estimate the loss aversion parameter  using the three gain-loss

treatments. The experts are quite off in their forecasts of these treatments because it was

difficult to predict the impact of a threshold payment at 2,000 points.39 For the estimation, we

derive an approximation that bypasses this misprediction. We compare the difference between

the 40-cent loss treatment and the 40-cent gain treatment 40 − 40 and the difference

between the 80-cent gain treatment and the 40-cent gain treatment, 80− 40. As we show

in Appendix A, the following approximation holds

40 − 40

80 − 40
' (− 1) 

1 + 


Under the standard assumption of unitary gain utility ( = 1), this expression allows for

estimation of the loss aversion .40

The distribution of the loss aversion parameter e according to the experts is broadly
centered around 2.5-3, with a median e = 275 (Table 6, Panel B). Thus, experts hold

beliefs in line with the Tversky and Kahneman (1992) calibration which, revisited in the

Koszegi and Rabin (2006) formulation, implies a loss aversion parameter of  = 3 (assuming

 = 1). The estimate from the MTurk worker effort is smaller, ̂ = 173 but with a wide

confidence interval including the value  = 3 Unfortunately, the estimate for  is quite noisy

because the impact of going from the 40 cent gain treatment to the 80 cent gain treatment is

quite small, making it hard to compare to the effect of the 40 cents loss treatment.

Robustness. In Online Appendix Table 4 we explore the robustness to alternative speci-

fications, under the maintained NLS specification with exponential cost of effort function. We

examine the impact of mis-specification in the cost function by forcing the curvature parame-

ter  to the values of .01 (Column 1) and .02 (Column 2). We also allow for curvature of the

value function with concavity  = 088 when estimating the parameters (Column 3). We also

use continuous points assuming that the piece rates are paid continuously (Column 4). These

changes have limited impact on the estimates, other than on the coefficient  which is more

sensitive, not surprisingly given the wide confidence intervals in the benchmark estimates.

39In hindsight, we should have offered the results of the 40 cent gain treatment as a fourth benchmark.
40Unlike the other derivations, this solution is an approximation. However, given that the differences in effort

between the threshold treatments are small, the bias in estimate due to the approximation should be small

as well. Given that the estimation is based on a ratio, we only use observations in which the denominator is

positive and larger than 10 units of effort, since smaller differences may be hard for experts to even control with

a mouse. We also do not include observations with negative .
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8 Conclusion

What motivates workers in effortful tasks? How do different monetary and non-monetary mo-

tivators compare in effectiveness? Do the results line up with the expectations of researchers?

We present the results of a large-scale real-effort experiment on MTurk workers. The model-

based 18-arm experiment compares three classes of motivators: (i) standard incentives in the

form of piece rates; (ii) behavioral factors like present bias, reference dependence, and social

preferences, and (iii) non-monetary inducements more directly borrowed from psychology.

Monetary incentives work as expected, including a very low piece rate which does not

crowd out motivation. The evidence is partly consistent with behavioral models, including loss

aversion and warm glow, but we do not find evidence of overweighting of small probabilities.

The psychological motivators are effective, though less so than monetary incentives.

We then compare the results to forecasts by 208 behavioral experts. The experts on average

anticipate several key features of the data, like the effectiveness of psychological motivators

compared to the effectiveness of incentives. A sizeable share of the experts, however, expect

crowd-out, probability weighting, and pure altruism, unlike what we observe in the data. Com-

pared to the predictions one would have made based on a meta-analysis of related treatments

in the literature, expert forecasts are more accurate and less noisy predictors of the results.

An important caveat is that the relative effectiveness of the various treatments may be con-

text dependent. Some treatments that had a limited effect in our context, such as probabilistic

piece rates, may have large effects in a different task or with a different participant pool. As

always, it will be important to see replications. By estimating the behavioral parameters, we

set up a methodology to compare effects across different settings and subject pools.

Further, while we have studied a large set of motivators, it is by no means an exhaustive

list. For example, we did not include treatments related to limited attention and salience, left-

digit bias, or self-affirmation. In addition, our focus has been on costly effort, but future work

could consider other outcomes, like contributions to public goods. Future research should also

investigate for what questions and policies experts are more likely to make accurate forecasts.

Finally, the combination of head-to-head comparisons of treatments and expert forecasts

can help inform the role of behavioral economists in helping policy-makers or businesses. For

example, one of the authors worked with a non-profit company that was trying to motivate its

clients to refinance their homes. The company wanted advice on the design of a letter in order

to maximize take up. But how informed is our advice? Should they follow it?

It would seem that an alternative to using forecasts is run an experiment randomizing

alternative options. But even in a setting in which an organization can run randomized trials,

it will only test a subset of treatments. Which treatments are chosen for randomization once

again will depend on implicit (or explicit) forecasts of effectiveness. Thus, we expect that the

study of horseraces of treatments, and of forecasts, is with us to stay.
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Figure 1. Model of Effort Determination, Marginal Benefit and Marginal Cost 

 
Notes: Figure 1 plots the determination of the equilibrium effort at the intersection of marginal cost and marginal benefit. The different piece 
rate treatments shift the marginal benefit curve, holding the marginal cost curve constant. 
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Figure 2a-b. Estimate of Model on 3 Benchmark Treatments 
Figure 2a. Estimate with 0c, 1c, 10c Piece Rate and Prediction for 4c Piece Rate 

 
 

Figure 2b. Predicted Effort for “Paying Too Little” treatment (1 cent for 1,000 presses) 

 
Notes: Figure 2a plots the marginal cost curve and the marginal benefit curve for the three benchmark treatments for the power cost function 
estimates. The marginal benefit curve equals the estimated s (warm glow) plus the piece rate. The marginal cost curve equals ke^s at the 
estimated k and s. At the estimates, we fit the three benchmark levels of effort perfectly, given that the model is just identified. Figure 2a also 
plots the out of sample prediction for the 4 cent treatment (which is not used in the estimates), as well as the observed effort for that treatment. 
Figure 2b plots, for the same point estimates, the out of sample prediction for the treatment with 1-cent per 1,000 clicks. 
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Figure 3. Average Button Presses by Treatment in Amazon Turk Task 

 
Notes: Figure 3 presents the average score and confidence interval for each of 18 treatments in a real-effort task on Amazon Turk. Participants in the task earn a point by for each alternating a-b button 
press within a 10-minute period. The 18 treatments differ only in one paragraph presenting the treatments, the key sentence of which is reproduced in the first row. Each treatment has about 550 
participants.
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Figures 4a-c. Distribution of Effort, MTurk Workers, Cumulative Distribution Function 
Figure 4a. Piece-Rate Treatments 

 
Figure 4b. Treatments with no monetary payoff 
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Figure 4c. Gain-Loss Treatments 

 
Notes: Figures 4a-c present the cumulative distribution function of points for the MTurk workers in each of the treatments featured. The sample 
size in each treatment is approximately 550 subjects. Figure 4a features the three benchmark treatments (no piece rate, 1-cent per 100 points 
and 10 cents per 100 points), as well as the low-piece-rate treatment, 1 cent per 1,000 points. Figure 4b presents the results for the four 
treatments with no incentives (except for the charity treatments). Figure 4c presents the results for the gain-loss treatments. 

  



40 
 

Figure 5. Average Button Presses by Treatment and Average Expert Forecasts 

 
Notes: The black circles in Figure 5 present the average score for each of 18 treatments in a real-effort task on Amazon Turk. Participants in the task earn a point for each alternating a-b button press 
within a 10-minute period. The 18 treatments differ only in one paragraph presenting the treatments, the key sentence of which is reproduced in the first row. Each treatment has about 550 participants. 
The orange squares represent the average forecast from the sample of 208 experts who provided forecasts for the treatments. The three bolded treatments are benchmarks; the average score in the 
three benchmarks was revealed to the experts and thus there is no forecast. 
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Figures 6a-d. Heterogeneity of Expert Forecasts, Cumulative Distribution Function 

Figure 6a. Piece-Rate and Charity Treatments 

 

Figure 6b. Time Preference and Probability Weighting Treatments 
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Figure 6c. Gain and Loss Treatments

 

Figure 6d. Gift Exchange and Psychology Treatments 

 
Notes: Figures 6a-d present the cumulative distribution function of forecasts by the 208 experts (see Table 1 for the list of treatment). The red 
circle presents the actual average score for that treatment. The vertical red lines present the score in the three benchmark treatments. Since 
the average score in the three benchmarks was revealed to the experts, there is no forecast for those. 
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Figure 7. Average Button Presses by Treatment and Average Expert Forecasts, By Academic Field of Expert 

 
Notes: Figure 7 follows the same format of Figure 5, except that it splits the forecasts by the primary field of the 208 academic experts: behavioral economics, standard economics (consisting of applied 
microeconomics and economic theory) laboratory experiments, and psychology (which includes experts in behavioral decision-making).  
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Figure 8. Prediction based on literature meta-analysis vs. Expert Forecasts 

 
Notes: Figure 8 presents a scatterplot of the 8 treatments for which we conducted a meta-analysis, with the effort of the MTurk treatment group on the x axis, and either the expert forecast or the 
effort implied by the literature on the y axis. The literature-implied effort for a given treatment is sum of the MTurk control group effort and the scaled aggregate Cohen’s d in the literature (the latter 
being scaled by the pooled standard deviation of the efforts in the MTurk control and treatment groups). Error bars indicating 95 percent confidence intervals are plotted for the expert and literature 
forecasts. The figure also displays the 45 degree line, so the vertical distances between the points and this line represent the deviations of the expert or literature forecasts from the actual effort. 
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All Experts 
Contacted

Experts 
Completed 

Survey

Experts 
Completed All 
15 Treatments

(1) (2) (3)

Primary Field

Behavioral Econ. 0.25 0.31 0.32

Behavioral Finance 0.06 0.05 0.04

Applied Micro 0.17 0.19 0.19

Economic Theory 0.09 0.07 0.07

Econ. Lab Exper. 0.17 0.15 0.16

Decision Making 0.17 0.12 0.13

Social Psychology 0.08 0.10 0.10

Academic Rank

Assistant Professor 0.26 0.36 0.36

Associate Professor 0.15 0.15 0.15

Professor 0.55 0.45 0.45

Other 0.04 0.04 0.04

Minutes Spent (med.) 17

Clicked Practice Task 0.44

Clicked Instructions 0.22

Heard of Mturk 0.98

Used Mturk 0.51

Observations 314 213 208

Table 2. Summary Statistics, Experts

Notes: The Table presents summary information on the experts participating in the survey. Column (1)
presents information on the experts contacted and Column (2) on the experts that completed the
survey. Column (3) restricts the sample further to subjects who made a forecast for all 15 treatments.
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Category Treatment Wording N
Mean 
Effort 
(s.e.)

Mean 
Forecast

Std. Dev. 
Forecast 

Actual -
Forecast 

(s.e.)
(1) (2) (3) (4) (5) (6) (7)

“Your score will not affect your payment in any way." 540 1521 
(31.22)

As a bonus, you will be paid an extra 1 cent for every 100 points 
that you score.” 558 2029 

(27.47)
“As a bonus, you will be paid an extra 10 cents for every 100 points 
that you score.” 566 2175 

(24.29)
“As a bonus, you will be paid an extra 4 cents for every 100 points 
that you score.” 562 2132 

(26.41) 2057 120.86 75     
(27.71)

Pay Enough 
or Don't Pay

“As a bonus, you will be paid an extra 1 cent for every 1,000 points 
that you score.” 538 1883 

(28.61) 1657 262.00 226     
(33.89)

"As a bonus, the Red Cross charitable fund will be given 1 cent for 
every 100 points that you score.” 554 1907 

(26.86) 1894 202.20 13     
(30.30)

"As a bonus, the Red Cross charitable fund will be given 10 cents 
for every 100 points that you score.” 549 1918 

(25.93) 1997 196.75 -79     
(29.30)

Social 
Preferences: 

Gift 
Exchange

“In appreciation to you for performing this task, you will be paid a 
bonus of 40 cents. Your score will not affect your payment in any 
way.“ 

545 1602 
(29.77) 1709 207.12 -107     

(33.05)

"As a bonus, you will be paid an extra 1 cent for every 100 points 
that you score. This bonus will be paid to your account two weeks 
from today.“

544 2004 
(27.38) 1933 142.02 71     

(29.10)

"As a bonus, you will be paid an extra 1 cent for every 100 points 
that you score. This bonus will be paid to your account four weeks 
from today.“

550 1970 
(28.68) 1895 162.54 75     

(30.81)

"As a bonus, you will be paid an extra 40 cents if you score at least 
2,000 points." 545 2136 

(24.66) 1955 149.90 181     
(26.76)

"As a bonus, you will be paid an extra 40 cents. However, you will 
lose this bonus (it will not be placed in your account) unless you 
score at least 2,000 points. “

532 2155 
(23.09) 2002 143.57 153     

(25.14)

"As a bonus, you will be paid an extra 80 cents if you score at least 
2,000 points.“ 532 2188 

(22.99) 2007 131.93 181     
(24.74)

"As a bonus, you will have a 1% chance of being paid an extra $1 
for every 100 points that you score. One out of every 100 
participants who perform this task will be randomly chosen to be 
paid this reward.“

555 1896 
(28.44) 1967 253.43 -71     

(33.43)

"As a bonus, you will have a 50% chance of being paid an extra 2 
cents for every 100 points that you score. One out of two 
participants who perform this task will be randomly chosen to be 
paid this reward." 

568 1977 
(24.73) 1941 179.27 36     

(27.68)

Social 
Comparisons

“Your score will not affect your payment in any way. In a previous 
version of this task, many participants were able to score more 
than 2,000 points.”

526 1848 
(32.14) 1877 209.48 -29     

(35.27)

Ranking
“Your score will not affect your payment in any way. After you play, 
we will show you how well you did relative to other participants 
who have previously done this task.“ 

543 1761 
(30.63) 1850 234.28 -89     

(34.67)

Task 
Significance

 "Your score will not affect your payment in any way. We are 
interested in how fast people choose to press digits and we would 
like you to do your very best. So please try as hard as you can."

554 1740 
(28.76) 1757 230.15 -17     

(32.89)

Risk Aversion 
and 

Probability 
Weighting

Notes: The Table lists the 18 treatments in the Mturk experiment. The treatments differ just in one paragraph explaining the task and in the vizualization of the points earned. Column (2) reports the key
part of the wording of the paragraph. For brevity, we omit from the description the sentence "This bonus will be paid to your account within 24 hours" which applies to all treatments with incentives other
than in the Time Preference ones where the payment is delayed. Notice that the bolding is for the benefit of the reader of the Table. In the actual description to the MTurk workers, the whole paragraph
was bolded and underlined. Column (1) reports the conceptual grouping of the treaments, Columns (3) and (4) report the number of MTurk subjects in that treatment and the mean number of points,
with the standard errors. Column (5) reports the mean forecast among the 208 experts of the points in that treatment. Column (6) reports the standard deviation among the expert forecasts for that
treatment. Column (7) reports the difference between the average forecast and the actual average effort, with its standard errror.

Table 3. Findings by Treatment: Effort in Experiment and Expert Forecasts

Benchmark

Benchmark

Benchmark

Discounting

Gains versus 
Losses

Piece Rate

Social 
Preferences: 

Charity
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Our 
Results

Expert 
Forecasts

Category Comparison
S.d. Units 
(Cohen's 

d)

S.d. Units 
(Cohen's 

d)

Number 
of 

Papers

Papers 
with 

Mturk

Total 
Sample 

Size

Meta-
analysis 

Cohen's d

Citation-
Weighted 
Cohen's d

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Very Low Pay Compare very-low-pay (1c per 1,000 points) to 
no piece rate

0.521 
(0.063)

0.196
(0.061) 6 0 1306 -0.059 

(0.056)
-0.445
(0.170)

Compare low piece rate to charity (1c) to low 
piece rate to self (1c)

-0.190
(0.060)

-0.211
(0.060) 5 0 1638 -0.076

(0.050)
0.026

(0.072)
Compare high piece rate to charity (10c) to high 
piece rate to self (10c)

-0.434
(0.061)

-0.300
(0.061) 5 0 1574 -0.260

(0.051)
-0.263
(0.070)

Compare high piece rate to charity (10c) to low 
piece rate to charity (1c)

0.018
(0.060)

0.166
(0.060) 5 0 1668 0.003

(0.049)
0.005

(0.068)
Social 

Preferences: 
Gift 

Exchange

Compare gift exchange (40c) to no piece rate 0.114
(0.061)

0.265
(0.061) 11 0 3211 0.174

(0.041)
0.816

(0.243)

Probability 
Weighting

Compare probabilistic piece rate (1% of $1) to 
deterministic piece rate with expected value 
(1c)

-0.202
(0.060)

-0.094
(0.060) 4 0 2355 -0.091

(0.042)
0.110

(0.099)

Social 
Comparisons

Compare Cialdini-type comparison to no piece 
rate

0.447
(0.063)

0.487
(0.063) 9 0 243423 0.0179

(0.0054)
0.119

(0.034)

Ranking Compare expectation of rank to no piece rate 0.334
(0.062)

0.457
(0.062) 5 0 1758 -0.032

(0.052)
0.232

(0.093)

Task 
Significance Compare task significance to no piece rate 0.314

(0.062)
0.337

(0.061) 5 2 1889 0.188
(0.047)

0.797
(0.176)

Table 4. Experimental Findings Compared to Meta-Analysis of Findings in Literature
Meta-Analysis of Literature (Papers with Similar 

Treatments on Effort)

Social 
Preferences: 

Charity

Notes: Table 4 lists the 8 treatments considered for our meta-analysis. Column (2) describes the treatment comparison for the control and treatment groups. For example, for the very-low-pay treatment, we compare a treatment
with very low piece rate to a treatment with no piece rate. All treatment effect comparisons refer to comparing the two treatments, Columns (3) and (4) report the results of the experiment and expert forecast respectively, in units
of Cohen’s d (which we use as the standardized measure of effect size). Columns (5) through (7) report the summary statistics for our meta-analysis of each treatment, listing the total number of papers, the total number of papers
with online workers and the total sample size for each treatment. The aggregate Cohen’s d for our meta-analysis of each treatment in columns (8) and (9) are weighted averages across studies, where the weights used are the
inverse-variance and Google Scholar citations respectively. For the Charity treatments, notice that one of the three comparisons is redundant with the others, since the set of papers is the same, but we report all three for clarity.
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Panel A. Estimate of Model on Effort in 3 Benchmark Treatments
Curvature γ of Cost
of Effort Function
Level k  of Cost
of Effort Function
Intrinsic Motivation s
(cent per 100 points)
Sum of Squared Errors
R Squared
N
Implied Effort, 4-cent Treatment 
(Actual Effort 2,132, Log 7.602)
Implied Effort, Low-pay Treatment 
(Actual Effort 1,883, Log 7.424)

Panel B. Estimates of Social Preferences and Time Preferences
Estimate 

from Mturk 
(95% c.i.)

Median 
Forecast (25th, 

75th ptile)

Estimate from 
Mturk (95% 

c.i.)

Estimate from 
Mturk (95% 

c.i.)
Median Forecast 
(25th, 75th ptile)

Estimate from 
Mturk (95% 

c.i.)
Median Forecast 
(25th, 75th ptile)

(1) (2) (3) (4) (5) (6) (7)
Social Preferences Parameters

Pure Altruism Coefficient α 0.003 0.067 0.010 . 0.003 0.067 0.004 0.070
(-0.02, 0.03) (0.002,0.548) (-0.028,0.049) (-0.02, 0.03) (0.002,0.543) (-0.018,0.025) (0.002,0.539)

Warm Glow Coefficient a 0.124 0.020 0.200 . 0.143 0.029 0.142 0.034
(cent per 100 points) (0.00, 0.55) (-0.001,0.736) (-0.203,0.603) (0.00, 0.56) (0.000,0.705) (-0.138,0.422) (0.000,0.724)

Gift Exchange Δs 3.20E-04 0.001 0.002 . 8.59E-04 0.003 0.001 0.003
(cent per 100 points) (3.5E-9, 0.007) (1.0E-4,0.022) (-0.006, 0.009) (1.7E-8, 0.012) (3.1E-4,0.031) (-0.005, 0.008) (3.3E-4,0.039)

Time Preference Parameters
Present Bias β 1.17 0.76 1.49 . 1.15 0.76 1.24 0.79

(0.09, 9.03) (0.27,1.22) (-1.83,4.82) (0.09, 8.40) (0.29,1.19) (-1.35,3.82) (0.30,1.23)
(Weekly) Discount Factor δ 0.75 0.85 0.73 . 0.76 0.85 0.75 0.86

(0.34, 1.49) (0.61,1.00) (0.23,1.23) (0.35, 1.45) (0.64,1.00) (0.26,1.27) (0.64,1.00)

2116
7.586                     

(Expected log effort) 2117 2121

1893
7.413                     

(expected log effort) 1883 1885 / 1881 / 1878

1664 1664 1664 1664
0.1331 0.1532

3.32E-04
(2.45E-03)
2.92E-10

0.0156
(0.0040)
1.70E-16

(1.65E-13)
3.69E-04

(7.97E-04)
6.96E-05

(1.06E-03)
7.62E-05

Minimum Distance Estimator on 
Average Effort

Non-Linear Least Squares on 
Individual Effort

24.07
(6.18)

6.54E-82
(.)

8.35E-07
(2.46E-6)

0.0158
(0.0056)
1.27E-16

(1.18E-11)

Non-Linear Least Squares 
on Individual Effort

33.21
(11.86)

1.46E-112
(2.25E-65)

Notes: Panel A reports the structural estimates of the model in Section 2. Columns (1) and (3) use a minimum-distance estimator employing 3 moments (average effort in three benchmark treatments) and 3 parameters, and is thus exactly idenitified. We
estimate the model under two assumptions, a power cost of effort function (Column (1)) and an exponential cost of effort function (Column (3)). The standard errors are derived via a bootstrap with 1,000 draws. Columns (2) and (4) use a non-linear least sqaures
specification using the individual effort of MTurkers (rounded to the nearest 100) in the 3 benchmark treatments. Panel B uses the estimated model parameters to back out the implied estimates for the behavioral parameters. The confidence intervals for the
minimum distance estimates are derived from the bootstrap. In the rows displaying the implied effort we compute the predicted effort given the parameters for the 4-cent treatment and the low-pay treatment. For the low-pay treatment in Column 4, in addition we
present two alternative predictions which explicitly model the discontinuity in payoffs, with very similar results (see Appendix A for details). Columns (1), (3), (4), and (6) use the observed average effort in the relevant treatments to back out the parameters.
Columns (2), (5), and (7) instead use the expert forecasts, showing the median, the 25th percentile and the 75th percentile of the parameters implied by the forecasts. We do not elicit parameters for the experts under the power cost function for the non-linear
least squaress estimate since we did ask for the expected log effort, which is the key variable for that model.

Table 5. Estimates of Behavioral Parameters I: Mturkers Actual Effort and Expert Beliefs

Cost of Effort Specification: Power Cost of Effort Exponential Cost of Effort

Estimation Method:
(1) (2) (3) (4)

Minimum Distance Estimator 
on Average Effort
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Estimation Method:
Cost of Effort Specification:

(1) (2) (3) (4) (5) (6)
Panel A. Estimate of Model on Effort in 3 Benchmark Treatments and 2 Probability Treatments

Curvature γ of Cost 20.59 18.87 19.64 0.0134 0.0119 0.0072
of Effort Function (4.22) (3.92) (14.19) (0.0024) (0.0021) (0.0027)

Level k  of Cost 3.38E-70 3.92E-64 1.02E-66 2.42E-14 7.50E-13 5.46E-08
of Effort Function (5.45E-68) (1,16E-62) (1.12E-64) (1.19E-13) (3.27E-12) (3.50E-7)

Intrinsic Motivation s 2.66E-04 6.22E-04 3.75E-04 0.002 0.006 0.314
(cent per 100 points) (5.45E-4) (0.001) (0.003) (0.002) (0.007) (0.716)

Probability Weighting π(.01) 0.19 0.38 0.30 0.24 0.47 4.30
(in percent) (0.15) (0.26) (1.31) (0.14) (0.24) (5.25)
Curvature of Utility Over 1.00 0.88 0.92 1.00 0.88 0.47
Piece Rate (assumed) (assumed) (0.79) (assumed) (assumed) (0.23)
R Squared 0.0850 0.0850 0.0850 0.1009 0.1011 0.1015
N 2787 2787 2787 2787 2787 2787

25th Percentile . . . 0.05% 0.11% 1.70%
Median . . . 1.46% 2.35% 11.87%
75th Percentile . . . 5.56% 7.73% 24.73%

Panel B. Estimate of Loss Aversion Based on Local Approximation
Estimate 

from Mturk 
(95% c.i.)

Median 
Forecast (25th, 

75th ptile)
(1) (2)

Reference Dependence Parameter
Loss Aversion λ 1.73 2.75

(0.26, 5.08) (0.59,8.71)

Implied Probability Weighting π(.01) by Experts

Notes: Panel A reports the structural estimates of the model in Section 2 using a non-linear least squares regression for observations in the 3 benchmark treatments and in the 2 probabilistic pay
treatments. We estimate the model under two assumptions, a power cost of effort function (Columns 1-3) and an exponential cost of effort function (Columns 4-6). The specification reports the estimate for
a probability weighting coefficient under the assumption of linear value function (Columns 1 and 4), concave value function with curvature 0.88 as in Tversky and Kahneman (Columns 2 and 5) and with
estimated curvature (Columns 3 and 6). Panel B shows the estimates for the loss aversion parameter, which is obtained with a local approximation, see text.

Table 6. Estimates of Reference-Dependent Parameters: Mturker Actual Effort and Expert Beliefs

Non-Linear Least Squares on Individual Effort in 3 Treatments
Power Cost of Effort Exponential Cost of Effort
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Online Appendix Figures 1a-d. MTurk Task, Examples of Screenshots 
Online Appendix Figure 1a. Screenshot for 10-cent benchmark treatment, Instructions 

 
Online Appendix Figure 1b. Screenshot for 10-cent benchmark treatment, Task 

 
 

Online Appendix Figure 1c. Screenshot for 40-cent gain treatment, Instructions 

 
Online Appendix Figure 1d. Screenshot for 40-cent gain treatment, Task 

 
Notes: Online Appendix Figures 1a-d plot excerpts of the MTurk real-effort task for two treatments, the 10-cent piece rate benchmark treatment 
(Appendix Figure 1a-b) and the 40-cent gain treatment (Appendix Figure 1c-d). For each treatment, the first screenshot reproduces partially the 
instructions, while the second screenshot displays the task. These two screens are the only places in which the treatments differed.
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Online Appendix Figure 2. Expert Survey, Screenshot 

 
Notes: Online Appendix Figure 2 shows two screenshots reproducing portions of the Qualtrics survey which experts used to make forecasts. The 
first screenshot reproduces the information provided to the experts about the 3 benchmark treatments. The second screenshot shows 3 of 15 
sliders, one for each treatment. For each treatment, the left side displays the treatment-specific wording which the subjects assigned to that 
treatment saw, and on the right side a slider which the experts can move to make a forecast.  
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Online Appendix Figure 3. Estimate of Model, Alternative Cost Function (Exponential Cost Function) 
Online Appendix Figure 3a. Estimate with 0c, 1c, 10c Piece Rate, Prediction for 4c Piece Rate 

(Exponential) 

 
 

Online Appendix Figure 3b. Predicted Effort for “Paying Too Little” treatment (Exponential) 

 
Notes: Online Appendix Figures 3a-b plot the equivalent of Figures 2a-b, but estimated with an exponential cost function as opposed to a power 
cost function. Online Appendix Figure 3a plots the marginal cost curve and the marginal benefit curve for the three benchmark treatments. The 
figure also plots the out of sample prediction for the 4 cent treatment (which is not used in the estimates), as well as the observed effort for that 
treatment. Online Appendix Figure 3b plots, for the same point estimates, the out of sample prediction for the treatment with 1-cent per 1,000 
clicks.  
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Online Appendix Figure 4. Distribution of Button Presses, All Treatments 

 
Notes: Online Appendix Figure 4 plots a histogram of the observed button presses over all 18 treatments in the real-effort MTurk experiment in 
bins of 25 points. Notice the spikes at round numbers, in part because incentives kick in at round-number points.   
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Online Appendix Figure 5. Effort over Time, MTurk Workers 
Online Appendix Figure 5a. Treatments with no Incentives and Piece Rate Treatments 

 
Online Appendix Figure 5b. Other Treatments 

Notes: Online Appendix Figure 5 presents the effort over time for selected treatments. The y axis indicates the average number of button 
presses in that treatment per minute.  
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Online Appendix Figure 6. Effort by Treatment, Average and Bayesian Shrinkage Estimator 

 
Notes: Online Appendix Figure 6 plots the average effort by treatment as in Figure 3, with in addition a Bayesian shrinkage-adjusted measure, to correct for the sampling error (see text for detail). The 
adjustment makes only a minimal difference.  
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Online Appendix Figure 7. Prediction based on literature meta-analysis vs. Expert Forecasts, Citation-based Weights 

 
Notes: Online Appendix Figure 7 presents a parallel to Figure 8 in the text, except that the effort implied by the literature on the y axis is computed using the citation-weighted Cohen’s d, instead of 
the variance-weighted. This citation-weighted meta-analysis makes noisier, and more incorrect, predictions.  
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Online Appendix Figure 8. Heterogeneity of Expert Forecasts and Heterogeneity of MTurker Effort, by Treatment 

 
Notes: Online Appendix Figure 8 presents a scatterplot of the 15 treatments, with the standard deviation in MTurker effort on the x axis and the standard deviation in the expert forecast on the y axis. 
The figure also displays the best-fit line. 
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Online Appendix Figure 9. Structural Estimates of Behavioral Parameters: Data versus Experts Beliefs 
Online Appendix Figures 9a-b. Estimate of Social Preference Parameters 

  

Online Appendix Figures 9c-d. Estimate of Time Preference Parameters 
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Online Appendix Figures 9e-f. Estimate of Reference-Dependence Parameters 

   
 

Notes: Online Appendix Figures 9a-f present the distribution of the estimates of the behavioral parameters from the relevant treatments (see Table 5). We use a minimum-distance estimator to estimate 
a model of costly effort with a power cost of effort function using the average effort in the three benchmark treatments for Online Appendix Figures 9a-d. The resulting parameter estimates are in 
Column (1), Panel A of Table 5. For Online Appendix Figure 9e we use a non-linear least squares estimate with an exponential cost function as in Table 6, Columns 4-6. Online Appendix Figure 9f is based 
on an approximate solution (see text). We use these estimated parameters and the observed effort in the relevant treatments to back out the implied structural estimate for a behavioral parameter 
from the relevant treatment (plotted as the red vertical line). Similarly, for each expert i we back out the expected behavioral parameter implied by the forecast which expert i makes for a particular 
treatment; the implied structural parameters are plotted in the figures, with the green line denotes the median parameter. See also the results in Panel B of Table 5. Online Appendix Figures 9a-b plot 
the implied altruism and warm glow parameters from the charitable giving treatments. Online Appendix Figure 9c-d plot the implied beta and delta from the time preference treatments. Online Appendix 
Figures 9e-f plot the implied probability weight (corresponding to a .01 probability) and loss aversion from the reference dependence treatments.
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Mean US Census
(1) (2)

Button Presses 1936

Time to complete survey (minutes) 12.90

US IP Address Location 0.85

India IP Address Location 0.12

Female 0.54 0.52

Education

High School or Less 0.09 0.44

Some College 0.36 0.28

Bachelor's Degree or more 0.55 0.28

Age

18-24 years old 0.21 0.13

25-30 years old 0.30 0.10

31-40 years old 0.27 0.17

41-50 years old 0.12 0.18

51-64 years old 0.08 0.25

Older than 65 0.01 0.17

Observations 9861

Online Appendix Table 1.  Summary Statistics, 
Mturk Sample

Notes: Column (1) of Online Appendix Table 1 lists summary statistics for the final sample of 
Amazon Turk survey participants (after screening out ineligible subjects).  Column (2) lists, 
where available, comparable demographic information from the US Census.
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Category Comparison Paper
Outlet in 

economic
s

Google 
Scholar 

Citations
Subjects Effort Task Sample 

Size Treatment

Effort in 
Treatment and 

Control, 
Mean(S.D.)

Treatment 
Effect in S.D., 

Cohen's d 
(S.e.)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Gneezy and Rustichini 

(2000) QJE 1800 Undergrads in Israel Answer IQ 
questions

40 (T), 40 
(C)

Pay just 10 cents NIS per correct answer 
(T) vs. no piece rate (C)

23.1 (14.7) (T), 
28.4 (13.9) (C)

-0.372
(0.227)

Gneezy and Rustichini 
(2000) QJE 1800 High School 

Students in Israel Fundraising 30 (T), 30 
(C)

Pay just 1 percent of donations collected (T) 
vs. no commission (C)

154 (143) (T),
239 (166) (C)

-0.549
(0.268)

Gneezy and Rey-Biel 
(2014) JEEA 13 Consumers in the 

US
Survey 

Response
250 (T), 
250 (C) 

Pay $1 for completed survey (T) vs. no pay 
(C) 

0.032 (0.176) (T),
0.076 (0.265) (C)

-0.196
(0.090)

Charness, Cobo-Reyes 
and Sanchez (2014)

WP, 
Economics 2 Recruited from 

ORSEE
Staying to Enter 

More Data
29 (T), 30 

(C)
2 cents piece rate during 2nd round (T) vs. 

no pay for 2nd round (C)
0.400 (0.490) (T),
0.241 (0.428) (C)

0.345
(0.264)

Yang, Hsee and 
Urminsky (2014) WP 3 University Research 

Lab

Look for 
Pennies Among 

Coins

58 (T), 58 
(C)

Option to keep or donate pennies found (T) 
vs. no reward (C)

21.8 (10.1) (T),
17.0 (8.2) (C)

0.522
(0.192)

Ashraf, Bandiera and 
Jack (2014) JEBO 67 Hair stylists in 

Zambia
Selling Packs of 

Condoms
212 (T), 
182 (C)

10 percent margin on their sales of 
condoms (T) vs. no incentives (C)

7.31 (13.98) (T),
6.93 (16.4) (C)

0.025
(0.101)

Hossain and Li (2014) MS 19 Students at HKUST Data Entry 24 (T), 25 
(C)

HK$0.50 piece rate (T) vs. no pay (C) (task 
described as work)

22.3 (4.1) (T),
24.2 (7.0) (C)

-0.331
(0.290)

Hossain and Li (2014) MS 19 Students at HKUST Data Entry 24 (T), 24 
(C)

HK$0.50 piece rate (T) vs. no pay (C) (task 
described as a favor for researchers)

21.5 (6.1) (T),
20.3 (5.1) (C)

0.223
(0.291)

Imas (2014) Journal of 
Public 37 University Students 

in the US
Squeeze a hand 

dynamometer
36 (C), 38 

(T)
$0.05 piece rate to charity (T) vs. $0.05 

piece rate by oneself (C) (in units of effort)
1.51 (0.87) (T),
1.14 (0.34) (C)

0.555
(0.242)

Charness, Cobo-Reyes 
and Sanchez (2014) WP 2 Recruited from 

ORSEE
Staying to Enter 

More Data
30 (C), 30 

(T)
2 cents piece rate to charity (T) vs. 2 cents 
piece rate for oneself (C) (for 2nd round)

0.733 (0.442) (T),
0.400 (0.490) (C)

0.714
(0.275)

Yang, Hsee and 
Urminsky (2014) WP 3 University Research 

Lab
Look for 

Pennies Among 
58 (C), 58 

(T)
Pennies found to be donated (T) vs. option 

to keep or donate pennies found (C)
27.5 (11.4) (T),
21.8 (10.1) (C)

0.529
(0.192)

Tonin and Vlassopoulos 
(2015) MS 13 University Students 

in the UK Data Entry 52 (C), 
116 (C)

5p piece rate to charity (T) vs. 5p piece rate 
(C)

0.13 (0.31) (T),
0.08 (0.29) (C)

0.166
(0.167)

Deehan et al (1997) British 
Journal of 95 GPs in the UK Survey 

Response
613 (C), 
607 (T)

5 GBP to charity for survey completion (T) 
vs. 5 GBP for survey completion (C)

0.094 (0.292) (T),
0.171 (0.377) (C)

-0.230
(0.058)

Imas (2014) Journal of 
Public 37 University Students 

in the US
Squeeze a hand 

dynamometer
36 (T), 40 

(C)
$2 piece rate to charity (T) vs. $2 piece rate 

by oneself (C) (in units of effort)
1.48 (1.03) (T),
1.74 (1.36) (C)

-0.217
(0.231)

Charness, Cobo-Reyes 
and Sanchez (2014) WP 2 Recruited from 

ORSEE
Staying to Enter 

More Data
30 (T), 30 

(C)
8 cents piece rate to charity (T) vs. 8 cents 
piece rate for oneself (C) (for 2nd round)

0.80 (0.40) (T),
0.93 (0.25) (C)

-0.400
(0.263)

Yang, Hsee and 
Urminsky (2014) WP 3 University Research 

Lab
Look for Nickels 

Among Coins
55 (T), 55 

(C)
Nickels found to be donated (T) vs. option 

to keep or donate nickels found (C)
24.1 (9.6) (T),
22.1 (9.7) (C)

0.207
(0.192)

Tonin and Vlassopoulos 
(2015) MS 13 University Students 

in the UK Data Entry 52 (T), 
100 (C)

10p piece rate to charity (T) vs. 10p piece 
rate (C)

0.12 (0.42) (T),
0.08 (0.29) (C)

0.105
(0.171)

Deehan et al (1997) British 
Journal of 95 GPs in the UK Survey 

Response
598 (T), 
578 (C)

10 GBP to charity for survey completion (T) 
vs. 10 GBP for survey completion (C)

0.100 (0.300) (T),
0.226 (0.418) (C)

-0.344
(0.059)

Imas (2014) Journal of 
Public 37 University Students 

in the US
Squeeze a hand 

dynamometer
38 (C), 40 

(T)
$2 piece rate to charity (T) vs. $0.05 piece 

rate to charity (C) (in units of effort)
1.48 (1.03) (T),
1.51 (0.87) (C)

-0.031
(0.227)

Charness, Cobo-Reyes 
and Sanchez (2014) WP 2 Recruited from 

ORSEE
Staying to Enter 

More Data
30 (C), 30 

(T)
8 cents piece rate to charity (T) vs. 2 cents 

piece rate to charity (C) (for 2nd round)
0.800 (0.400) (T),
0.733 (0.442) (C)

0.158
(0.259)

Yang, Hsee and 
Urminsky (2014) WP 3 University Research 

Lab
Look for 

Pennies/Nickels 
58 (C), 55 

(T)
Nickels found to be donated (T) vs. pennies 

found to be donated (C)
24.1 (9.6) (T),
27.5 (11.4) (C)

-0.322
(0.191)

Tonin and Vlassopoulos 
(2015) MS 13 University Students 

in the UK Data Entry 116 (C), 
116 (T)

15p piece rate to charity (T) vs. 5p piece 
rate to charity (C)

0.14 (0.31) (T),
0.13 (0.31) (C)

0.033
(0.131)

Deehan et al (1997) British 
Journal of 95 GPs in the UK Survey 

Response
607 (C), 
578 (T)

10 GBP to charity for survey completion (T) 
vs. 5 GBP to charity for survey completion 

0.100 (0.300) (T),
0.094 (0.292) (C)

0.022
(0.058)

Online Appendix Table 2. Meta-Analysis of Findings in Literature, Individual Papers, Panel A

Social 
Preferences: 

Charity

Pay Enough 
or Don't Pay

Compare very-
low-pay (1c per 
1,000 points) to 
no piece rate

Compare low 
piece rate to 
charity (1c) to 
low piece rate 

to self (1c)

Compare high 
piece rate to 

charity (10c) to 
high piece rate 

to self (10c)

Compare high 
piece rate to 

charity (10c) to 
low piece rate 
to charity (1c)
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Category Comparison Paper
Outlet in 

economic
s

Google 
Scholar 

Citations
Subjects Effort Task Sample 

Size Treatment

Effort in 
Treatment and 

Control, 
Mean(S.D.)

Treatment 
Effect in S.D., 

Cohen's d 
(S.e.)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Gneezy-Rey de Biel 
(2014) JEEA 13 Consumers in the 

US
Survey 

Response
250 (C),
1250 (T) Gift ranging from $1 to $5 (T) vs. no pay (C) 0.193 (0.394) (T),

0.076 (0.265) (C)
0.311

(0.070)
DellaVigna, List, 

Malmendier and Rao 
(2016)

WP 6 Temporary Workers 
from Craigslist Stuff Envelopes 119 (C),

123 (T)
$14 pay (T) vs. $7 pay (C) (compared to $7 

in the previous session)
37.1 (9.6) (T),
36.6 (8.5) (C)

0.050
(0.129)

Gneezy and List (2006) Econometric
a 452 Undergraduates in 

the US Data Entry 10 (C),
9 (T)

$20 hourly wage (T) vs. $12 hourly wage 
(C) (relative to the $12 advertised)

51.7 (15.5) (T),
40.7 (9.2) (C)

0.874
(0.506)

Gneezy and List (2006) Econometric
a 452 Undergraduates in 

the US
Door-to-door 
Fundraising

10 (C),
13 (T)

$20 hourly wage (T) vs. $10 hourly wage 
(C) (relative to the $10 advertised)

10.0 (2.2) (T),
6.6 (2.3) (C)

1.51
(0.54)

Bellemare and Shearer 
(2011)

International 
Economic 

Review
11 Planters working in 

British Columbia Planting Trees 66 (C),
18 (T)

$80 gift and $0.20 piece rate (T) vs. $0.20 
piece rate (C)

1153 (323) (T),
1063 (270) (C)

0.317
(0.268)

Englmaier and Leider 
(2012) WP 24 Temporary workers 

hired by HBS Data Entry 14 (C),
15 (T)

$18 hourly wage (T) vs. $13 hourly wage 
(C) (relative to the $13 advertised)

23.5 (11.5) (T),
29.7 (16.1) (C)

-0.449
(0.382)

Englmaier and Leider 
(2012) WP 24 Temporary workers 

hired by HBS Data Entry 15 (C),
15 (T)

$18 hourly wage (T) vs. $13 hourly wage 
(C) (relative to the $13 advertised). Subjects 

told that performance mattered to their 

28.4 (8.4) (T),
24.4 (9.2) (C)

0.451
(0.375)

Englmaier and Leider 
(2010) WP 20

Recruited from 
CLER lab database 

at HBS

Solving puzzles 
on a computer

43 (C),
44 (T)

$20 hourly wage (T) vs. $10 hourly wage 
(C) (relative to the $10 advertised). Subjects 

told that performance mattered a little to 
their managers

202 (56) (T),
193 (48) (C)

0.180
(0.215)

Englmaier and Leider 
(2010) WP 20

Recruited from 
CLER lab database 

at HBS

Solving puzzles 
on a computer

53 (C),
52 (T)

$20 hourly wage (T) vs. $10 hourly wage 
(C) (relative to the $10 advertised). Subjects 
told that performance mattered a lot to their 

managers

204 (51) (T),
191 (67) (C)

0.222
(0.196)

Kube, Marechal and 
Puppe (2012) AER 207 Recruited from a 

German university Data Entry 35 (C),
34 (T)

12 euro hourly wage and fixed payment of 7 
euro (T) vs. 12 euro hourly wage (C) 
(relative to the 12 euro hourly wage 

8742 (2605) (T),
8312 (1930) (C)

0.188
(0.242)

Kube, Marechal and 
Puppe (2013) JEEA 103 Recruited from a 

German university Data Entry 25 (C),
22 (T)

20 euro hourly wage (T) vs. 15 euro hourly 
wage (C) (relative to the 15 euro advertised)

219 (135) (T),
219 (144) (C)

-0.006
(0.292)

Esteves-Sorenson (2016) WP 5
Students from 2 

universities in the 
US

Data Entry 131 (C),
318 (T)

Raise for shift 1 and for some a subset, a 
raise for shift 3 (T) vs. no raise (C) (base 

hourly rate of $12)

17292 (6239) (T),
17591 (6917) (C)

-0.046
(0.104)

Cohn, Fehr and Goette 
(2015) MS 47 Workers in a Zurich 

publishing company

Distribute 
newspapers in 

public

178 (C),
181 (T)

Unexpected 27 CHF hourly rate for the shift 
(T) vs. 22 CHF hourly rate (C) (prior 

expectation was 22 CHF)

5.36 (0.40) (T),
5.35 (0.39) (C)

0.027
(0.106)

Gilchrist, Luca and 
Malhotra (2016) MS 10 Recruited from 

upwork.com
Enter 

CAPTCHAs
110 (C),
58 (T)

Unexpected net hourly wage of $4 (T) vs. 
net hourly wage of $3 (C) (subjects had 
requested wages between $2 and $3)

938 (420) (T),
792 (418) (C)

0.350
(0.165)

Online Appendix Table 2. Meta-Analysis of Findings in Literature, Individual Papers, Panel B

Social 
Preferences: 

Gift 
Exchange

Compare gift 
exchange (40c) 
to no piece rate



22 
 

Category Comparison Paper
Outlet in 

economic
s

Google 
Scholar 

Citations
Subjects Effort Task Sample 

Size Treatment

Effort in 
Treatment and 

Control, 
Mean(S.D.)

Treatment 
Effect in S.D., 

Cohen's d 
(S.e.)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Beshears et al. (2015) Journal of 
Finance 114 Low-savings 

employees in the US

Enroll in savings 
plan with QE 

and 0% default

343 (C),
696 (T)

Info on savings and peer savings (T) vs. 
info on savings (C)

0.060 (0.236) (T),
0.099 (0.299) (C)

-0.150
(0.066)

Beshears et al. (2015) Journal of 
Finance 114 Low-savings 

employees in the US

Enroll in savings 
plan with QE 

and 6% default

136 (C),
264 (T)

Info on savings and peer savings (T) vs. 
info on savings (C)

0.027 (0.162) (T),
0.007 (0.083) (C)

0.142
(0.106)

Beshears et al. (2015) Journal of 
Finance 114 Low-savings 

employees in the US

Contribution rate 
to plan with EE 
and 0% default

235 (C),
511 (T)

Info on savings and peer savings (T) vs. 
info on savings (C)

0.106 (0.308) (T),
0.106 (0.308) (C)

0.000
(0.079)

Beshears et al. (2015) Journal of 
Finance 114 Low-savings 

employees in the US

Contribution rate 
to plan with EE 
and 6% default

931 (C),
1827 (T)

Info on savings and peer savings (T) vs. 
info on savings (C)

0.083 (0.276) (T),
0.082 (0.274) (C)

0.004
0.040)

Bhargava and Manoli 
(2015) AER 41

US tax filers who did 
not initially take up 

EITC
Take up EITC 20395 (C),

1753 (T)
Notice of eligibility and that similar peers are 

claiming (T) vs. notice of eligibility (C)
0.19 (0.39) (T),
0.23 (0.42) (C)

-0.096
(0.025)

Cai et al. (2009) AER 199 Restaurant visitors 
in China

Purchase a top 
dish

1772 (C),
2182 (T)

Plaque displaying 5 top dishes (T) vs. 
nothing displayed on diners' tables (C)

0.183 (0.387) (T),
0.162 (0.368) (C)

0.055
(0.032)

Coffman et al. (2014) WP 4 Applicants to Teach 
for America Accept job offer 3337 (C),

3348 (T)
Admission letter with line on social norm (T) 

vs. standard admission letter (C)
0.790 (0.407) (T),
0.773 (0.419) (C)

0.041
(0.024)

Fellner et al. (2013) JEEA 136
Potential evaders of 
TV license fines in 

Austria

Respond to Mail 
Notice

7984 (C),
7998 (T)

Warning letter and social information (T) vs 
warning letter (C)

0.407 (0.491) (T),
0.431 (0.495) (C)

-0.048
(0.016)

Fellner et al. (2013) JEEA 136
Potential evaders of 
TV license fines in 

Austria

Respond to Mail 
Notice

7821 (C),
8101 (T)

Warning letter, threat and social information 
(T) vs warning letter and threat (C)

0.428 (0.495) (T),
0.450 (0.498) (C)

-0.045
(0.016)

Frey and Meier (2004) AER 695 Students at the 
University of Zurich

Donate to 
Charitable Fund

500 (C),
1000 (T)

Contribution form and info about high social 
norm (T) vs. contribution form

0.770 (0.421) (T),
0.729 (0.444) (C)

0.096
(0.055)

Goldstein et al. (2008)
Journal of 
Consumer 
Research

1227
Guests at a well-

known hotel chain in 
the US

Reuse towel 216 (C),
217 (T)

Social norm message (T) vs. typical request 
to reuse towesl (C)

0.441 (0.497) (T),
0.351 (0.477) (C)

0.185
(0.097)

Goldstein et al. (2008)
Journal of 
Consumer 
Research

1227
Guests at a well-

known hotel chain in 
the US

Reuse towel 319 (C),
1276 (T)

Social norm message (T) vs. typical request 
to reuse towesl (C)

0.445 (0.497) (T),
0.372 (0.483) (C)

0.148
(0.063)

Hallsworth et al. (2014) NBER WP 89
Originally non-
compliant UK 

taxpayers

Comply with tax 
payment

16912 (C),
50735 (T)

Standard letter and one of 3 norm 
treatments (T) vs. standard letter

0.354 (0.478) (T),
0.336 (0.472) (C)

0.037
(0.009)

Hallsworth et al. (2014) NBER WP 89
Originally non-
compliant UK 

taxpayers

Comply with tax 
payment

8538 (C),
93918 (T)

Standard letter and one of 11 norm 
treatments (T) vs. standard letter

0.365 (0.481) (T),
0.336 (0.472) (C)

0.061
(0.011)

Krupka and Weber 
(2009)

Journal of 
Economic 

Psychology
128

Students at 
Carnegie Mellon and 

University of 
Pittsburgh

Prosocial choice 
in dicatator 

game

38 (C),
120 (T)

Information on others' behavior (T) vs. no 
information

0.54 (0.50) (T),
0.34 (0.47) (C)

0.406
(0.189)

Online Appendix Table 2. Meta-Analysis of Findings in Literature, Individual Papers, Panel C

Social 
Comparison

s

Compare 
Cialdini-type 

comparison to 
no piece rate
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Category Comparison Paper
Outlet in 

economic
s

Google 
Scholar 

Citations
Subjects Effort Task Sample 

Size Treatment

Effort in 
Treatment and 

Control, 
Mean(S.D.)

Treatment 
Effect in S.D., 

Cohen's d 
(S.e.)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Halpern et al. (2011)
Health 

Services 
Research

24 Resident Physicians 
in a US Database

Survey 
Response

400 (C),
358 (T)

0.4% chance of winning US$2500 (T) vs. 
fixed payment of US$10 (C) for response

0.511 (0.500) (T),
0.558 (0.497) (C)

-0.093
(0.073)

Thirumurthy et al. (2016)

J. Acquired 
Immune 

Deficiency 
Syndromes

2 Men aged 21 to 39 
years old in Kenya

Uptake of 
Circumcision

308 (C),
302 (T)

Mixed lottery with expected retail value of 
US$12.50 (T) vs. food voucher worth 

US$12.50 (C)

0.033 (0.179) (T),
0.084 (0.278) (C)

-0.219
(0.081)

Diamond and Loewy 
(1991)

J. Applied 
Social 
Psych.

53 Undergraduates in 
State University Recycling 113 (C),

78 (T)

5% chance of winning $5 and 1% chance of 
winning $25 (T) vs. $0.50 voucher for 

campus store (C)

0.308 (0.462) (T),
0.212 (0.409) (C)

0.221
(0.148)

Dolan and Rudisill (2014)
Social 

Science & 
Medicine

2 16 to 24 year olds in 
England

Return Test Kit 
via Mail

549 (C),
247 (T)

10% chance of a 50 GBP Tesco voucher 
(T) vs. 5 GBP Tesco voucher (C)

0.706 (0.455) (T),
0.732 (0.443) (C)

-0.058
(0.077)

Kosfeld and Neckermann 
(2011) AEJ Micro 167 Students in Zurich Online Search 

and Data Entry
83 (C),
67 (T)

Fixed pay and possibility of award based 
vaguely on award (T) vs. fixed pay (C)

0.253 (0.090) (T),
0.226 (0.059) (C)

0.363
(0.167)

Barankay (2012) WP 59
Furniture 

Salespeople in North 
America

Sales 
Performance

439 (C),
439 (T)

Rank feedback expected (T) vs. no rank 
feedback expected (C)

8.58 (1.02) (T),
8.78 (0.95) (C)

-0.204
(0.068)

Ashraf, Bandiera and Lee 
(2014) JEBO 39 Civil Service Cadre 

Trainees in Zambia Exam Scores 61 (C),
247 (T)

Individual and rank feedback expected (T) 
vs. only individual feedback expected (C)

-0.188 (1.698) (T),
0.000 (1.000) (C)

-0.119
(0.143)

Blanes i Vidal and Nossol 
(2011) MS 110 Warehouse Workers 

in Germany

Warehouse 
Tasks 

Completed

57 (C),
59 (T)

Rank feedback expected (T) vs. no rank 
feedback expected (C)

5.01 (0.12) (T),
4.96 (0.12) (C)

0.387
(0.189)

Gill, Kissova, Lee and 
Prowse (2016) WP 6 Students at the 

University of Oxford

Verbal and 
Numerical 

Tasks

51 (C),
255 (T)

Individual and rank feedback expected (T) 
vs. only individual feedback expected (C)

74.1 (19.6) (T),
67.4 (19.1) (C)

0.343
(0.155)

Grant (2008)
Journal of 
Applied 

Psychology
452

Callers at 
fundraising 
organization

Solicit donations 11 (C),
12 (T)

Read stories about beneficiaries (T) vs. fill 
in surveys (C)

23.0 (11.4) (T),
10.1 (4.6) (C)

1.46
(0.53)

Grant (2008)
Journal of 
Applied 

Psychology
452

New callers at 
fundraising 
organization

Solicit donations 17 (C),
17 (T)

Read stories about beneficiaries (T) vs. fill 
in surveys (C)

27.9 (13.7) (T),
10.1 (4.6) (C)

0.695
(0.364)

Grant et al. (2007)
OB and 
Human 

Decision P.
255

Callers at 
fundraising 
organization

Solicit donations 10 (C),
12 (T)

Read letter by beneficiary and discussed 
between themselves (T) vs. no contact (C)

147 (58) (T),
179 (57) (C)

-0.558
(0.446)

Grant et al. (2007)
OB and 
Human 

Decision P.
255

Callers at 
fundraising 
organization

Solicit donations 10 (C),
17 (T) Talked to beneficiary (T) vs. no contact (C) 261 (135) (T),

179 (57) (C)
0.722

(0.424)

Chandler and Kapelner 
(2013) JEBO 175 MTurk workers from 

US and India Image labelling 798 (C),
845 (T)

Subjects told that they were labelling tumor 
cells to assist medical research (T) vs. no 

such information (C)

0.806 (0.395) (T),
0.762 (0.426) (C)

0.107
(0.049)

Grant (2012)
Ac. of 

Managemen
t Journal

212
New employees at a 
call center in the US 

Midwest

Sales of 
educational and 

marketing 

26 (C),
45 (T)

Visit by director and/or benficiary (T) vs. no 
visit (C)

180 (87) (T),
46 (39) (C)

1.82
(0.33)

Ariely, Kamenica and 
Prelec (2008) JEBO 116 MIT students Matching letters 

on sheets
35 (C),
34 (T)

Subjects told to put their names on their 
sheets (T) vs. subjects told not to do so (C)

9.03 (2.41) (T),
6.77 (2.50) (C)

0.921
(0.266)

Compare task 
significance to 
no piece rate

Online Appendix Table 2. Meta-Analysis of Findings in Literature, Individual Papers, Panel D

Notes: The Table lists the papers in the meta-analysis of related treatments. We require: (i) a laboratory or field experiment (or natural experiment); (ii) a treatment comparison that matches the one in our study; (iii) an outcome variable about (broadly conceived) effort, such as responding to a survey. For each
treatment, we specify a comparison of treatments.

Probability 
Weighting

Compare 
probabilistic 

piece rate (1% 
of $1) to 

deterministic 
piece rate with 
expected value 

(1c)

Ranking

Compare 
expectation of 

rank to no 
piece rate

Task 
Significance
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Treatment Paper Notes
Gneezy and Rustichini (2000) We computed Cohen's d for 2 separate experiments based on values reported in the text and in tables 1 and 4.
Gneezy and Rey-Biel (2014) We computed Cohen's d based on values reported in the text and in table A.1.

Gneezy and Rey-Biel (2014) We consider the $1 pay treatment as very low pay, given that $1 pay for a 15 minute survey was low pay for most typical 
US consumers.

Charness, Cobo-Reyes and 
Sanchez (2014)

Subjects in the first stage enter on average 120 entries in one hour, so the 2 cents piece rate translates into $2.40 per hour 
pay for staying for the 2nd round. We decided that this pay was sufficiently low.

Yang, Hsee and Urminsky 
(2014)

Participants in the "own piece rate group" also had an option to donate. The exact sample sizes for the treatment and 
control groups separately are not apparent based on the text, so we assumed they were equally sized.

Ashraf, Bandiera and Jack 
(2014)

The financial incentive is equivalent to about USD 0.01 per pack of condom sold, where the mean number of packs sold 
over the entire study period (one year) is about 9. So, we categorize this as a very low financial incentive.

Hossain and Li (2014)
The two treatment-control comparisons from this paper differ in that in one comparison, the task was described to both 
control and treatment groups purely as work (which the authors call the work frame), whereas in the second comparison, it 
was described to both groups as a favor to researchers (which the authors call the social frame).

Tonin and Vlassopoulos (2015) Statistics were calculated based on values reported in table 4, as well as summary data kindly provided to us by the 
authors.

Deehan et al (1997) This was a selected sample of doctors (GPs) in that the GPs in both the control and treatment arms that we define had not 
responded to the initial 2 waves of the survey (for which response was not incentivized)

Kosfeld and Neckermann 
(2011)

There were two main measures of effort -- number of communities the subjects entered per minute, and the number of 
points the subjects scored per minute. We use the former measure because it was easier to interpret.

Barankay (2012)
We assume that the sample size is the same for the 4 treatment groups. All individuals at this firm used to have rank 
feedback, and the experimental intervention removed this feedback for some. So, this is slightly different from other 
papers in this category where the "default" is typically no rank feedback.

Ashraf, Bandiera and Lee 
(2014)

We defined our treatment group as treatments 1 to 4 pooled (since they all included various elements of ranking). We also 
only focused on the results from the first exam, since the subjects received rank feedback subsequently. Finally, we 
derived the treatment group standard deviation using the regression in column (3) of Table 2 which control for subject 
characteristics (since a regression without these controls was not reported). The outcome variable was normalized by the 
mean and standard deviation in the control group.

Blanes i Vidal and Nossol 
(2011)

Notice that this is a quasi-field experiment, with a time series switch over time. We used unweighted averages of 
individuals' daily productivity during the period before the firm announced to workers that they will be receiving information 
about their individual rank, and during the period after the firm announced to the workers but before workers actually 
started receiving rank feedback, as our "control and treatment groups" respectively. The data required to compute these 
values was kindly provided to us by the authors.

Gill, Kissova, Lee and Prowse 
(2016)

We only used data from the first round, since subjects subsequently started receiving rank feedback. The data for the first 
round was kindly provided to us by the authors.

Grant (2012) We pool the treatment arms for the visit and speech by the director and/or the beneficiary since these all treatments all 
conveyed to subjects (in different ways) the significance of their work.

Ariely, Kamenica and Prelec 
(2008)

We did not include the treatment where subjects' sheets were shredded since this was a form of "negative" task 
significance that is quite different from the other task significance treatments.

Beshears et al. (2015) The abbreviations QE and EE in treatment summary tables stand for Quick Enrollment and Easy Escalation respectively.

Frey and Meier (2004) The sample sizes we listed are in fact upper bounds, since there was some sample attrition due to students not reenrolling 
(the authors only reported the numbers before attrition).

Goldstein et al. (2008) Slightly different language was used in the two control/treatment comparisons we extracted from this paper.

Hallsworth et al. (2014)

We used two control/treatment comparisons from this paper. In the first, we combined the results for the 3 norm 
conditions, with the sample size based on the total sample split 6 ways equally (3 parts social norms; 1 part control), and 
taking the average effect across social norms from table 4. For the second, we combined the results for the 11 norm 
conditions, with the sample size based on the total sample split 13 ways, and taking the average effect across all social 
norms in Table 7.

Thirumurthy et al. (2016)

The mixed lottery consisted of a 5% chance of winning a bicle or smartphone worth US $120, 10% chance of winning a 
standard mophile phone or pair of shoes worth US $45 and 85% chance of winning a food voucher worth US $2.50 
(expected value of lottery = $12.50), conditional on undergoing circumcision within 3 months. A potential concern with the 
comparability of expected values in the control versus treatment groups is that subjects' willingness to pay for some of 
these items may be lower than the items' retail prices.

Diamond and Loewy (1991) The randomization in this paper occurred at the dormitory level. We use the data for the earlier December collection period 
for our analysis.

Englmaier and Leider (2012)

We coded two treatment/control comparisons for this paper. While both compared the effect of a monetary gift on 
performance, in one case subjects (in both the control and treatment groups) were told that their managers will get a 
substantial "completion bonus" if enough work gets done. We used number of characters of data entered per minute as 
the outcome variable. The results obtained using instead the accuracy-corrected rate as dependent variable were 
qualitatively similar.

Englmaier and Leider (2010)

We coded two treatment/control comparisons for this paper. While both compared the effect of a monetary gift on 
performance, in one case subjects (in both the control and treatment groups) were told that their managers' payoff 
depended to a large extent on their performance whereas in the other case subjects were told that their managers' payoff 
depended on their performance only to a small extent.

Kube, Marechal and Puppe 
(2012) This meta-analysis includes only the monetary gift arms, not the in-kind gifts, which are not comparable to our treatments.

Kube, Marechal and Puppe 
(2013)

We take the sample sizes and means for the control and treatment groups on pages 858 and 859. Since the standard 
deviations were not reported in the table, we approximated them using the standard error for the constant from the 
regression in column 1 of Table 2.

Esteves-Sorenson (2016)
Some students in the 67% raise group were told 1 week in advance that they were getting the raise, whereas some got the 
news immediately before starting the task. Similarly to the authors, we pool the "67% raise before shift 1" group with "the 
50% raise before shift 1 (then possibly raised again to 100% before shift 3)" group.

Cohn, Fehr and Goette (2015)
We computed the means in the control and treatment groups using data that the authors made available online, using log 
hourly copies as our outcome variable and dropping observations with missing values of this variable. We use the number 
of workers who experienced a control/treatment shift as the number of observations in the control/treatment groups.

Cialdini 
Comparison

Probability 
weighting

Gift Exchange 
vs. No Pay

Online Appendix Table 2. Meta-Analysis of Findings in Literature, Notes, Panel E

Paying Too Little 
versus No Pay

Charity

Ranking versus 
No Pay

Task 
Significance
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Paper Outlet in 
economics

Google 
Scholar 

Citations
Setting Type of Probability 

Weighting Function
Parameter 
Estimate

Implied Probability 
Weight for 1% 

Probability

Implied Probability 
Weight for 50% 

Probability
(1) (2) (3) (4) (5) (6) (7) (8)

Kahneman and Tversky 
(1992)

J Risk and 
Uncertainty 9502 Lottery Choice Kahneman-Tversky 0.61 0.055 0.421

Gonzalez and Wu (1999) Cognitive 
Psychology 798 Lottery Choice Linear-in-log-odds - 0.093 (0.003) 0.435 (0.010)

Camerer and Ho (1994) JRU 662 Lottery Choice Kahneman-Tversky 0.56 0.067 0.393
Gonzalez and Wu (1996) MS 714 Lottery Choice Kahneman-Tversky 0.71 0.036 (0.002) 0.461 (0.010)
Harrison, List and Towe 

(2007) EMA 166 Lottery Choice Kahneman-Tversky 0.83 0.022 0.488

Kilka and Weber (2001) MS 215 Stock Forecasts Linear-in-log-odds - 0.181 (0.013) 0.481 (0.002)
Abdellaoui (2000) MS 687 Lottery Choice Linear-in-log-odds 0.6 0.040 (0.001) 0.394 (0.007)

Tversky and Fox (1995) Psychological 
Review 904 NBA/NFL/Weather 

Forecasts Linear-in-log-odds - 0.031 0.435

Donkers, Melenberg and 
van Soest (2001) JRU 335 Lottery Choice Prelec 0.435 0.143 (0.011) 0.426 (0.001)

Harrison, Humphrey and 
Verschoor (2010)

Economic 
Journal 143 Lottery Choice Kahneman-Tversky 1.384 0.002 (0.000) 0.464 (0.002)

Bruhin, Fehr-Duda and 
Epper (2010) Econometrica 223 Lottery Choice Linear-in-log-odds - 0.141 (0.003) 0.481 (0.001)

de Brauw and Eozenou 
(2014)

J Dev. 
Economics 32 Crop Choice Kahneman-Tversky 1.37 0.002 (0.000) 0.467 (0.001)

Liu (2013) REStat 135 Lottery Choice Prelec 0.69 0.057 (0.014) 0.460 (0.004)
Tanaka, Camerer and 

Nguyen (2010) AER 472 Lottery Choice Prelec 0.74 0.045 0.467

Barseghyan, Molinari, 
O'Donoghue and 

Teitelbaum (2013)
AER 112 Insurance 

Deductible Choice Semi-nonparametric - 0.07 -

Snowberg and Wolfers 
(2011) JPE 180 Horse Race Data Prelec 0.928 0.020 0.491

Aruoba and Kearny (2011) Working 
paper 5 State Lotteries Prelec 0.89 0.020 0.486

Liger and Levy (2009) JEBO 35 Financial Markets Kahneman-Tversky 0.622 0.053 (0.001) 0.426 (0.003)

π(0.01) = 0.060 π(0.50) = 0.452
2,142 points (1% of $1) 2,023 points (50% of 2c)
2,117 points (1% of $1) 2,016 points (50% of 2c)
2,065 points (1% of $1) 2,002 points (50% of 2c)

Online Appendix Table 3. Meta-Analysis of Probability Weighting Estimates in Literature

Notes: The Table lists papers providing an estimate of the probability weighting function, with the paper and journal (Columns 1 and 2), the Google Scholar citations (Column 3), the setting and type of probability weighting function used (Columns 4 and 5), and
the estimated parameter for the probability weighting function, when available (Column 6). The key columns are Column 7 and 8, which report the implied probability weight for a 1 % probability and a 50% probability, given the estimated weighting function in the
study. The standard errors, when available, are computed with the delta method. At the bottom of the table we report the parameter for the meta-analysis, equal-weighting across the studies. We also report the implied average effort (point) in the 1% treatment
and 50% treatment, assuming different degrees of curvature in the utility function. For the case of no curvature, we take the benchmark estimates of the parameters in Table 5, Column 1, while for the case of curvature we re-estimate the model with minimum-
distance on the 3 benchmark moments with the assumed degree of curvature.

Average Probability Weight from Meta-Analysis

Implied Effort in Probabilistic Pay Treatments (Assuming Curvature of 0.7)

Implied Effort in Probabilistic Pay Treatments (Assuming Linear Value Function)
Implied Effort in Probabilistic Pay Treatments (Assuming Curvature of 0.88 as in TK)



26 
 

 

Panel A. Estimate of Model on Effort in 3 Benchmark Treatments
Curvature γ of Cost
of Effort Function
Level k  of Cost
of Effort Function
Intrinsic Motivation s
(cent per 100 points)
Curvature of Utility Over
Piece Rate
R Squared
N
Implied Effort, 4-cent Treatment 
(Actual Effort 2,132)
Implied Effort, Low-pay Treatment 
(Actual Effort 1,883)

Panel B. Estimates of Social Preferences and Time Preferences
Estimate 

from Mturk 
(95% c.i.)

Median 
Forecast (25th, 

75th ptile)

Estimate from 
Mturk (95% 

c.i.)

Median 
Forecast (25th, 

75th ptile)

Estimate 
from Mturk 
(95% c.i.)

Median 
Forecast (25th, 

75th ptile)

Estimate 
from Mturk 
(95% c.i.)

Median 
Forecast (25th, 

75th ptile)
(1) (2) (3) (4) (5) (6) (7) (8)

Social Preferences Parameters
Pure Altruism Coefficient α 0.007 0.094 0.002 0.051 0.010 0.093 0.003 0.067

(-0.033,0.047) (0.007,0.338) (-0.010,0.014) (7.17E-4,0.696) (-0.047,0.066) (0.004,0.545) (-0.017,0.024) (0.002,0.538)

Warm Glow Coefficient a 0.432 0.004 0.060 2.61E-05 0.510 0.001 0.140 2.81E-04
(cent per 100 points) (0.119,0.745) (0.000,0.014) (-0.027,0.147) (-7.60E-5,0.004) (-0.030,1.049) (0.000,0.013) (-0.139,0.419) (-3.02E-6,0.007)

Gift Exchange Δs 0.030 0.030 2.99E-04 4.62E-04 0.011 0.010 0.002 0.003
(cent per 100 points) (-0.008,0.068) (0.005,0.163) (-2.0E-4,8.0E-4) (3.74E-5,0.009) (-0.033,0.055) (0.001,0.085) (-0.006,0.011) (0.000,0.030)

Time Preference Parameters
Present Bias β 1.74 1.31 0.95 0.54 1.52 0.82 1.15 0.76

(-0.53,4.02) (0.70,1.72) (-1.50,3.40) (0.16,0.93) (-1.49,4.52) (0.34,1.18) (-1.29,3.58) (0.28,1.16)
(Weekly) Discount Factor δ 0.83 0.91 0.70 0.82 0.78 0.87 0.76 0.85

(0.50,1.17) (0.75,1.00) (0.14,1.25) (0.58,1.00) (0.31,1.24) (0.68,1.00) (0.27,1.26) (0.65,1.00)

Assumption:

Online Appendix Table 4. Estimates of Behavioral Parameters, Robustness

Cost of Effort Specification:
Estimation Method:

(1) (2) (3) (4)

Exponential Cost of Effort
Non-linear Least Squares Estimator on Individual Effort

Low Cost Function Curvature High Cost Function Curvature Concave Value Function Continuous Points

(assumed) (assumed) (assumed) (assumed)

2.41E-11 1.80E-20 1.34E-14 1.05E-16
(4.46E-12) (6.61E-21) (9.78E-14) (8.92E-16)

1.67E-03 3.13E-04
(3.59E-03) (2.16E-05)

2123 2112 2087 2117

Notes: This table reports the results of four robustness checks, each estimated using a non-linear least squares estimator with an exponential cost of effort function. The specification regresses the effort of the individual MTurker (rounded to the nearest 100
points) with the specification discussed in Section 6. The specification in Panel A include only the 3 benchmark treatments, while the specifications in Panel B include also the charitable giving, gift exchange, and time-delay treatments. For each specification,
the first Column in Panel B presents the parameter estimates from the MTurker effort, while the second column presents the implied parameter value for the expert forecast at the median, the 25th percentile and the 75th percentile of the expert distribution. The
first two robustness checks examine the impact of mis-specifications in the cost of effort function by forcing the curvature parameter to be fixed at a low value (Column 1) or a high value (Cloumn 2). The second robustness check involves estimates which
assume a concave value function, as opposed to linear utility, taking the Tversky and Kahneman 0.88 curvature. Column 4 is like the benchmark, except that, instead of using the points rounded to 100, it uses the continuous points, assuming (for simplicity)
that the incentives are distributed continuously.

1763 1928 1820 1884

1 1 0.88 1

9.86E-03 2.98E-05
(3.49E-03) (7.63E-04)

(assumed) (assumed) (0.003) (0.0040)
0.010 0.020 0.0138 0.0159

0.1509 0.1528 0.1532 0.0911
1664 1664 1664 1664


