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Abstract

We model the brain as a multi-agent organization. Based on recent neuroscience evidence,
we assume that different systems of the brain have different time-horizons and different
access to information. Introducing asymmetric information as a restriction on optimal
choices generates endogenous constraints in decision-making. In this game played between
brain systems, we show the optimality of a self-disciplining rule of the type “work more
today if you want to consume more today” and discuss its behavioral implications for
the distribution of consumption over the life-cycle. We also argue that our dual-system
theory provides “micro-microfoundations” for discounting and offer testable implications
that depart from traditional models with no conflict and exogenous discounting. Last, we
analyze a variant in which the agent has salient incentives or biased motivations. The
previous rule is then replaced by a simple, non-intrusive precept of the type “consume what
you want, just don’t abuse”.
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“The heart has its reasons which reason knows nothing of”
(Blaise Pascal (1670), Les Pensées)

1 Introduction

In recent years, economics has experienced an inflow of refreshing ideas thanks to the

addition of elements from behavioral psychology into formal models (see Rabin (1998)

and Tirole (2002) for partial but insightful surveys). In these studies however, the brain

has always been considered a black box. The time has come to open this box. For this

enterprise, economists need the help of neuroscientists. As skeptics might object, this

implies exploring unfamiliar territory and relying on evidence from a field that is still at

its infancy. However, even if many fundamental questions about the functioning of the

brain are still unanswered, there are also some well-grounded theories.1 The challenge

for economic theorists is to incorporate these theories into economic models in order to

improve our understanding of human decision-making.

Our paper rests on two unorthodox assumptions about the individual’s mind. First,

there is an intrapersonal conflict of preferences within each period between two separate

entities or systems of the brain. Second, there is asymmetric information between these

two entities. Starting from these premises, we construct an orthodox dynamic model

of consumption and time allocation which is solved with orthodox tools borrowed from

mechanism design and economics of information.

Given the controversial nature of these assumptions, it seems natural to start with a

brief review of the support provided by various disciplines to our hypotheses. The existence

of internal tensions and asymmetries have long been discussed by classical authors in

a wide range of fields, including Freud (1927) in clinical psychology and Smith (1759)

in economics. Philosophical theories about split motivations are also recurrent. Pascal

(1670) suggested the existence of private information between emotion and reason (see

the introductory quote) and Hume (1739) a hierarchical order. Behavioral psychologists

also adhere to the idea that treating individuals as coherent, fully informed entities is

overly simplistic. Cognitive dissonance (Festinger, 1957), self-deception (Gur and Sackeim,

1979) and many other behaviors can best be understood under the acknowledgement that
1For interesting and clear summaries of some results in neuroscience that are relevant for economics,

see Camerer, Loewenstein and Prelec (2004a, 2004b).
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individuals are subject to conflicting goals, conflicting desires and conflicting beliefs. In

fact, economics is probably the field most reluctant to accept the intra-period divided

motivation and information asymmetry assumptions.2 In our opinion, it stems from the

belief that, despite their intuitive appeal, there is no solid theoretical or empirical support

for these hypotheses.

This is where neuroscience enters the picture. Neuro-experimental techniques identify

brain activity in choice processes, which can help theorists determine the key ingredients

for modelling conflicts, constraints, tradeoffs and eventual decision-making at the brain

level.3 A brief look at the recent neuroscience literature reveals a remarkable parallel

between the view of the brain held by neuroscientists and the view of organizations held

by economists. For instance, some common topics of discussion in neuroscience circles in-

clude competition and control (Carter et al., 1998), monitoring and information processing

(Botvinick et al., 2001), resource allocation (Montague et al., 2004) and self-management

(Ochsner and Gross, 2005). The two ingredients of special interest for our paper, time-

horizon and preferential access to information, have also received attention. McClure et al.

(2004) show that the limbic system is associated with impulsive decisions yielding immedi-

ate gratification whereas the cortical system is activated in intertemporal decisions, hence

the time-evaluation conflict between brain systems (see also Camerer et al. (2004a, section

5.1)). Studies by Berns et al. (1997) and Whalen et al. (1998) among others show that

some brain regions are activated in response to novelty (anterior cingulate) and emotional

stimuli such as fear (amygdala) even in the absence of awareness by subjects, hence the

informational asymmetry between brain systems (see also Camerer et al. (2004a, section

4.5) for other examples). Time-evaluation conflict and restricted information constitute

the cornerstones of our research.

Our model can be summarized as follows. The individual chooses a pleasant (consump-

tion) and an unpleasant (labor) activity during two periods. At each date, its myopic /

impulsive / limbic system (the “agent”) is concerned solely with current utility whereas
2As developed below, inter-period conflicts of the self (hyperbolic discounting, temptation and self-

control or any other form of dynamic inconsistency) are somewhat more accepted.
3Neuroscience provides a method to understand motivations that supplements revealed preferences and

hypothetical questionnaires. This is nicely expressed by Freeman (1997, p.112) in his discussion of the
different modes of perception: “One is an objective mode through observation of our conduct and its
impact on others; the other is a private mode through awareness, which is verbally reported to others.
These two modes can now be supplemented by direct observations of brain dynamics during the processes
of perception. We are just beginning to realize the potential of this third mode for explaining features of
consciousness previously inaccessible to us”.
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the far-sighted / cerebral / cortical system (the “principal”) weights equally utility at all

remaining dates. Each unit of labor translates into one unit of income. The individual

can save and borrow in a perfect capital market so that only the intertemporal budget

constraint needs to be satisfied. Consumption is desirable but its marginal value varies

from period to period and is only known to the myopic system. Last, the cerebral system

can impose on the impulsive system its desired choices. Given the informational asym-

metry, the principal cannot reach its first-best level of consumption and labor. Instead,

it proposes a menu of consumption and labor pairs where the level of both activities are

positively linked, and lets the agent choose its preferred pair as a function of its valuation.

In other words, we show the endogenous emergence of a self-disciplining, intrapersonal

rule of behavior “if you want to consume more today, no problem except that you have

to prove it by also working more today” (Proposition ??). Naturally, this rule cannot

be implemented if labor opportunities are restricted at a certain date, which has an im-

portant implication: consumption over the life cycle will depend not only on total wealth

accumulated over the life cycle but also on the source of wealth (labor vs. income shocks)

and on the period-to-period access to labor (Corollary ??). Interestingly, moving from full

information to asymmetric information in our dual-system model predicts similar changes

in behavior than moving from no discounting to positive discounting in a standard model

without conflict: the relative consumption between first and second period increases and

the relative labor between first and second period decreases. Yet, some other predictions

are different. In our setting with asymmetric information, choices depend not only on

current valuations but also on how much the individual usually likes to consume that

particular good. We conclude by arguing that our model provides some foundations for

discounting (Proposition ??). In a second step, we assume –also based on neuroscience

experiments– that the actions of the agent are determined by some biased, excessive will-

ingness to consume. We show that, when the agent has such salient incentives, it may

become optimal for the principal to change its intervention into a simpler, non-intrusive

“you can do anything as long as you don’t abuse” rule-of-thumb (Proposition ??).

There is a substantial literature that models intrapersonal conflicts, either with hy-

perbolic discounting of future returns (Strotz (1956), Laibson (1997) and others) or with

some other form of self-control problems (Caillaud et al. (1999), Gul and Pesendorfer

(2001) and others).4 Some of these works have explicitly studied the effects of imperfect
4See Caillaud and Jullien (2000) for a review of different ways to model time-inconsistent preferences,
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self-knowledge on individual decision-making (Carrillo and Mariotti (2000), Brocas and

Carrillo (2004), Bénabou and Tirole (2002, 2004) and Amador et al. (2004)). Our work

departs from this body of research in three important respects. First, we do not deal

with inter-period conflicts of the self i.e., with the individual at date t having different

preferences about optimal choices at t+1 than the individual at t+1 and trying to impose

them. Instead, we are concerned with intra-period conflicts of the self i.e., with the brain

struggling with conflicting current preferences over current behavior.5 Second, the source

of private information is not that news collected by or transmitted to the agent at date

t + 1 are unavailable at date t. Instead, we posit informational asymmetry within each

period, with the “heart” in Pascal’s words having a better access than the “reason” to the

source of desires and motivations.6 These two characteristics lead naturally to the analogy

of the brain as a hierarchical organization whose members have incentive problems and

conflicting goals. Third, we do not study the per-period propensity of the individual to

engage in one activity (household consumption, nutritional therapy, etc.) that has oppo-

site immediate and long run consequences (pleasure vs. lower savings, suffering vs. health

improvement, etc.). Instead, we analyze two intertemporally linked actions: consumption

and labor, dieting and exercising, etc. Thus, in our model, increased future consumption

can be achieved not only v́ıa higher savings (i.e., lower present consumption) but also v́ıa

higher present or future labor. These distinctions might seem innocuous to some readers.

Yet, all three ingredients are essential to answer the questions we are interested in: Can

self-disciplining rules that link activities within each period be optimal? When is it better

to leave freedom to the impulsive system? Do the source of income and the distribution

of labor opportunities over the life cycle affect the distribution of consumption?

There is another strand of research closer in spirit to our paper, where several entities

with conflicting goals fight for supremacy. The seminal works by Thaler and Shefrin (1981)

and Shefrin and Thaler (1988) are, to our knowledge, the first studies that divide the brain

Caplin and Leahy (2001) for the time-inconsistency effect generated by anticipatory feelings, Palacios-
Huerta (2004) for the relation between anticipatory feelings and time-inconsistent choices, and Bénabou
and Pycia (2002) for a discussion of the link between the different approaches.

5In other words, we do not play the game self-t (principal) vs. self-t + 1 (agent) but rather the game
self-t + self-t+1 (principal) vs. self-t (agent 1) and self-t+1 (agent 2). Note that, contrary to our paper, in
models with inter-period conflicts of the self a central theme is the feasibility and optimality of commitment
devices i.e., the individual’s ability to lock future choices.

6To our knowledge, Bodner and Prelec (2003) is the only other study with intra-period asymmetric
information. They focus on a different issue, namely how the “gut” who knows some information that
cannot be introspected by the “mind” uses actions to signal preferences to himself.
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into a forward-looking principal who can restrain the choices of its myopic agents. They

explain the benefits of commitment devices such as mandatory pension plans and lump-

sum bonus in promoting savings. These papers have been elegantly extended and further

developed by Fudenberg and Levine (2004) and Loewenstein and O’Donoghue (2004).

Fudenberg and Levine argue that the split-self approach explains several empirical regu-

larities that depart from traditional theories, including dynamic preference reversals and

the paradox of risk aversion in the large and in the small. Loewenstein and O’Donoghue

show that this framework sets a parsimonious benchmark to study the optimal decision

to exert willpower. Benhabib and Bisin (2004) and Bernheim and Rangel (2004) propose

other types of dual-systems models. The first one studies consumption of an individual

who can invoke either an automatic process (susceptible to temptation) or a control process

(immune to temptation but which requires attention). The second one analyzes addiction

under the assumption that the individual operates in either a ‘cold mode’ in which he

selects his preferred alternative or a ‘hot mode’ in which choices may be suboptimal given

preferences. All these works open the black-box of the brain. They provide invaluable

insights on human behavior and important policy implications. As we will develop below,

our paper addresses different questions. Perhaps more importantly, our approach is also

different and, as we view it, complementary to theirs. The starting point in these papers

is the existence of some exogenous cost (cost of self-control, cost of exerting willpower,

cost of attention, cost of hot choices) that inevitably leads to tradeoffs (fewer resources

but better allocation, costly thinking but optimal decision-making, higher current utility

but increased likelihood of a future hot mode). Rather than a cost, our paper rests on

asymmetric information, a constraint on optimal decision-making. By focusing on this

cognitive inaccessibility to our preferences and motivations, we take a priori no position

on the tradeoff or deviation from optimal behavior that is likely to occur in equilibrium.

Last, no previous work has studied the effect of incentive salience and biased motivations

in decision-making.

All in all, this paper provides a modest step towards an alternative method to study

decision-making: experimental neuroscience provides evidence about the ‘organizational

structure’ of the brain systems and microeconomic theory offers a methodology to solve

the ‘games’ played among these brain systems. Just as the recent behavioral economics

literature, this approach may help understand behaviors that are difficult to reconcile

with traditional theories. More importantly, our longer term goals are to provide micro-
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microeconomic foundations for ingredients in decision-making that have been traditionally

considered as exogenous (discounting being just one example) and to revisit the individual

choice paradigm, moving from a decision-theory to a game-theory, multi-agent approach.

2 Intra-period conflicts of the brain

We consider an individual who lives two periods, indexed by t ∈ {1, 2}. At each period, the

individual decides his level of consumption ct (> 0) and labor nt (∈ [0, n̄]) or, equivalently,

the amount of leisure lt = n̄ − nt. The instantaneous utility of the individual is given by

the following simple equation:

Ut(ct, nt; θt) = θt u(ct)− nt

where u′ > 0, u′′ < 0, and θt captures the idea that the pleasure, willingness, need or urge

to consume varies from period to period. Each θt (sometimes referred to as “valuation”

or “type”) is independently drawn from the same continuous distribution in [θ, θ] with

θ > θ > 0, strictly positive density f(θt) and c.d.f. F (θt) that satisfies the standard

monotone hazard rate conditions ( d
dθ

[
F (θ)
f(θ)

]
> 0 and d

dθ

[
1−F (θ)

f(θ)

]
< 0).

One novelty of our approach consists in modelling the brain of the individual as con-

sisting of two separate entities. First, there is one principal (she) who is utilitarian and

forward-looking. Second, there is an agent at each date t (he, from now on called agent-t)

who is selfish and myopic. More specifically, agent-t maximizes his instantaneous utility

Ut(ct, nt; θt) without any concern for past or future agents. By contrast, the principal does

not derive utility by herself. She simply maximizes the sum of utilities of the agents in

the remaining periods. As mentioned in the introduction, this intra-period conflict of the

self has been suggested in many disciplines. Freud (1927) referred to “the Ego and the Id”

and Thaler and Shefrin (1981) provided a first formalization in economics under a “Plan-

ner and Doer” label. We will adopt a more neutral “Principal and Agent” terminology

borrowed from contract theory. Based on neuroscience findings, the principal represents

the brain’s cortical system, able to take into account long-term consequences of actions

and to make intertemporal tradeoffs, whereas agent-t represents the brain’s limbic system

at date t, interested exclusively in immediate gratification (McClure et al. (2004)).7

7To our knowledge, Shefrin and Thaler (1988) was the first work to explicitly relate the planner and
doer to the cortical and limbic systems, respectively.
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As an aside, it is interesting to notice that McClure et al. (2004) argue that their

experiment provides support for hyperbolic discounting (Camerer et al. (2004a) reach that

same conclusion). Although the importance of their work in improving our understanding

of intertemporal decision-making is unquestionable, we would like to qualify their claim.

In our view, their experiment suggests the existence of an intra-period conflict whenever

the individual chooses between immediate and delayed gratification: two systems of the

brain, a myopic and a forward-looking, are simultaneously activated. This intra-period

conflict is precisely what our model captures. We agree that it may very likely lead also

to a preference reversal of the hyperbolic discounting type. However, to reach this second

stage of the reasoning, we would need first to have more evidence concerning the rate of

time preference of each system and then build a specific model that formalizes the claim.

In order to sharpen the contrast between principal and agent but, most importantly, to

minimize the exogenous reasons for time-preference, we assume that the principal weights

equally the utility of present and future agents. Formally, the intertemporal utility St of

the principal from the perspective of date t is:

S1 = U1(c1, n1; θ1) + U2(c2, n2; θ2) and S2 = U2(c2, n2; θ2)

In economic terms, each agent has a discount factor δ = 0 and the principal has a dis-

count factor δ′ = 1. In what follows, we will assume that, at each date t, agent-t selects

consumption and labor (ct and nt). However, the principal can, at no cost, restrain the

agents’ feasible set of choices (even to the point of allowing only one pair, if she wants to).

This formalization captures the idea that the impulsive, limbic system has easier access

to actions whereas the cognitive, cortical system has the capacity to plan strategically

(the planner/doer interpretation of Thaler and Shefrin (1981) and Fudenberg and Levine

(2004)). It is also consistent with the evidence in neuroscience that some brain areas

are involved in control whereas others are responsible for decision-making (Carter et al.

(1998), Montague et al. (2004) and others).

For each unit of labor, the individual obtains one unit of income that can be consumed

at any period. There is a perfect capital market where the individual can save and borrow

at the exogenous, positive risk-free rate r. As a result, the individual only has to satisfy

the intertemporal budget constraint:

c1(1 + r) + c2 6 n1(1 + r) + n2
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This formalization has an immediate but important difference with the standard model

with one decision (e.g., consumption) and an exogenous (deterministic or stochastic) in-

come stream: future consumption can be increased not only by increasing savings (i.e,

reducing current consumption) but also by increasing current or future labor. In other

words, there is scope for rules that “compensate” pleasant (consumption) with unpleasant

(labor) activities at a given period. This will play a crucial role in the analysis.

2.1 Benchmark case: full information

As a benchmark for our analysis, we first suppose that the principal knows the willingness

to consume of the agent at dates 1 and 2. Given that she can impose her desired levels

of consumption and labor at each period, the preferences or even the “existence” of the

different agents is irrelevant for the analysis. The program Po
1 that the principal solves is:

Po
1 : max

{c1,n1,c2,n2}
θ1 u(c1)− n1 + θ2 u(c2)− n2

s.t. ct(θt) > 0, nt(θt) ∈ [0, n̄] ∀ t, θt (F)

c1(θ1)(1 + r) + c2(θ2) 6 n1(θ1)(1 + r) + n2(θ2) (BB)

where (F) is a feasibility constraint on the values of ct and nt and (BB) is the intertemporal

budget balance constraint. Our first preliminary result characterizes the solution to this

problem.

Proposition 1 (Full information: first-best consumption / labor)

The optimal consumption and labor pairs at dates 1 and 2 imposed by the principal are:

u′(co
1(θ1)) =

1 + r

θ1
and no

1(θ1) = n̄

u′(co
2(θ2)) =

1
θ2

and no
2(θ2) = (co

1(θ1)− n̄) (1 + r) + co
2(θ2)

This proposition is straightforward.8 Since labor enters linearly the agents’ utility

function and savings have a positive net return, it is optimal for a principal who weights

equally the utility of both agents to concentrate as much labor as possible in the first

period. Consumption at date t is proportional to agent-t’s valuation θt and, ceteris paribus,

it is higher in period 2 than in period 1 because of the above mentioned net return on
8The proof is trivial and thus omitted. Note that it is implicitly assumed that n̄ is such that co

1(θ1)(1+
r) + co

2(θ2) ∈ (n̄(1 + r), n̄(2 + r)) for all θ1, θ2. It is straightforward to extend the analysis to other cases
with corner solutions.
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savings. As r → 0, the allocation of labor between periods becomes irrelevant and inter-

period differences in consumption are solely determined by differences in valuation.

Note that consumption levels are determined only as a function of valuations and

interest rates, and second period labor is then adjusted to meet the intertemporal budget

balance constraint. In other words, there is no intra-period link between how much the

individual should consume and how much the individual should work. Obviously, the result

depends on some modelling assumptions (in particular, the quasi-linear utility function of

agents). However, we adopt this formalization of preferences precisely because having no

exogenous link between the variables within each period constitutes the most interesting

benchmark of comparison.

2.2 The split mind: conflicts with asymmetric information

The analysis becomes more interesting when we introduce informational asymmetries

within the brain. We assume that the principal can still impose her preferred levels of con-

sumption and labor but only agent-t knows his valuation at date t. Asymmetric knowledge

or, more specifically, the fact that some brain areas (including consciousness) may be un-

aware of information to which other brain areas respond is a well-established phenomenon

in neuroscience (see Berns et al. (1997), Whalen et al. (1998) and the references there-in).

In our context, it seems reasonable to posit that, if there is asymmetric information, then

the decision-maker will know his instantaneous urges or willingness to consume better than

the planner. However, to the best of our knowledge, there is currently no research that

studies the access to information of these two systems.9 Private knowledge is problematic

for the principal: despite her ability to choose the allocation of labor and consumption

between periods, her optimal decision depends on that information. Furthermore, given

the conflict of preferences between the utilitarian forward-looking principal and the selfish

myopic agent, the latter is unlikely to reveal for free his willingness to consume in this

‘game of the mind’.

A digression. There are two main reasons why we may want to incorporate asymmetric

information in a dual system model of the mind. First and obviously, because there is

evidence, at least in other contexts, that individuals have restricted access to their own

motives and beliefs. Second, because this assumption generates endogenous constraints

on optimal choices. We would like to underscore the importance of this methodological
9We hope that this and other related models will catch the interest of neuroeconomists on this question.
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contribution of the paper. As discussed in the introduction, splitting the individual into

different entities that play a non-cooperative game is a modelling device that has already

been employed in papers with a dual-system approach. The problem is that the definition

of objectives, costs and choice sets of the different entities may affect which behavior

can be rationalized. In this paper, we adopt a more agnostic approach: we assume that

asymmetric information is the sole constraint faced by the principal, and then allow her

to design any mechanism in order to impose on the agents her preferred choices. This

methodology (borrowed from the mechanism design literature) is “neutral”, in the sense

that it does not presuppose a specific tradeoff and therefore it is difficult to anticipate

what kind of deviations from optimal behavior are likely to occur. We can then assess the

plausibility of the model by evaluating the empirical relevance of the behaviors it predicts.

Under private information, the principal solves two programs, one at each date. By the

very nature of the problem, the principal deals with agent-1 and agent-2 sequentially, so

we will solve the game by backward induction. At date 2, there is no conflict of preferences

between the principal and agent-2 (formally, S2 ≡ U2), so the principal does not need to

restrict the choice set of agent 2. Assuming that agent-1 has consumed and worked (c1, n1)

and that the weak inequality (BB) must be satisfied, the optimal levels of consumption

and labor that agent-2 freely selects at date 2 are, just as in section ??, given by:

u′(c∗2(θ2)) =
1
θ2

and n∗2(θ2) = (c1 − n1)(1 + r) + c∗2(θ2)

The program at date 1 is more interesting. In order to induce agent-1 to reveal his

information, the principal must design an optimal incentive contract. To analyze this

problem, we apply familiar contract theory techniques (see e.g. Fudenberg and Tirole

(1991, ch.7)) to this unusual optimization program. More precisely, the principal restricts

the options of agent-1 to a menu of pairs {(c1(θ1), n1(θ1))}θ
θ1=θ, with as many pairs as there

are potential valuations. Agent-1 is free to choose any of these pairs. The mechanism is

conceived in a way that there is self-selection depending on the privately known valuation:

when agent-1’s willingness to consume is θ′, then he picks the pair (c1(θ′), n1(θ′)) designed

precisely for him. Applying the revelation principle, this direct mechanism achieves the
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maximal (second-best) welfare of the principal if it solves the following program P∗
1:10

P∗
1 : max

{(c1(θ1),n1(θ1))}
S1 =

∫ θ

θ
θ1 u(c1(θ1))− n1(θ1) + Eθ2

[
θ2 u(c∗2(θ2))− n∗2(θ2)

]
dF (θ1)

s.t. θ1 u(c1(θ1))− n1(θ1) > θ1 u(c1(θ̃1))− n1(θ̃1) ∀ θ1, θ̃1 (IC∗)

c1(θ1) > 0, n1(θ1) ∈ [0, n̄] (F1)

Relative to Po
1, in the new program the principal maximizes expected welfare and must

satisfy an incentive compatibility (IC∗) constraint (i.e., a constraint which ensures that an

agent-1 with valuation θ1 weakly prefers to select the menu designed for him rather than

the menu designed for someone with valuation θ̃1 6= θ1). Note that the constraint (BB)

is binding and embedded in the second period choices (c∗2(θ2), n∗2(θ2)). The solution to

program P∗
1 characterizes the second-best levels of consumption and labor at date-1 from

the principal’s viewpoint given the costs called for by asymmetric information.

Proposition 2 (Asymmetry in the mind: intraperiod link consumption / labor)

When only agents know their valuation, the principal offers to agent-1 the following menu

{(c∗1(θ1), n∗1(θ1))}θ
θ1=θ of consumption and labor pairs:

u′(c∗1(θ1)) =
1 + r

θ1 + r
(
θ1 + F (θ1)

f(θ1)

)
n∗1(θ1) = n̄−

[
θ u(c∗1(θ))− θ1 u(c∗1(θ1))−

∫ θ

θ1

u(c∗1(x))dx

]
Agent-1 with type θ1 chooses the pair (c∗1(θ1), n∗1(θ1)) so that higher valuation implies

more consumption (dc∗1/dθ1 > 0) but also more labor (dn∗1/dθ1 > 0). The principal allows

agent-2 any pair of consumption and labor provided that it satisfies (BB). Agent-2 selects:

u′(c∗2(θ2)) =
1
θ2

and n∗2(θ2) =
(
c∗1(θ1)− n∗1(θ1)

)
(1 + r) + c∗2(θ2)

The idea behind this proposition is quite intuitive. Ideally, the utilitarian and forward-

looking principal would like agent-1 to consume co
1(θ1) and work as much as possible to

save for future consumption, as described in Proposition ??. However, if asked directly,
10Contrary to most contract theory problems, this program has no participation constraint. In other

words, agent-1 can pick any consumption/labor pair he wishes (the one designed for him or any other)
but he cannot refuse to choose among these pairs, take an outside option, and achieve a minimal utility
level. Note, however, that the bounds c1 > 0 and n1 6 n̄ play a related role in constraining the minimum
consumption and maximum labor that can be imposed on agent-1.
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the myopic and selfish agent-1 is going to overstate his consumption needs. To solve

this dilemma, one possibility available to the principal consists in forcing agent-1 to pro-

vide the levels of consumption and labor that maximize her expected welfare. Formally,

(c̃1, ñ1) ∈ arg max
(c1,n1)

∫ θ

θ
S1(c1, n1, c

∗
2, n

∗
2; θ1)dF (θ1) ⇒ u′(c̃1) = (1+ r)/E[θ1] and ñ1 = n̄.

Proposition ?? shows that the optimal labor and consumption plans are very different

from that. Intuitively, in order to induce agent-1 not to consume excessively, the principal

proposes to him the following rule: “Tell me what is your willingness to consume. The

higher the value you say, the higher will be the quantity I will allow you to consume but

the higher will be the amount of work I will ask you to provide in exchange”. Asking

more work in exchange of more consumption is the best mechanism the principal can use

to counter agent-1’s lack of concern for the future.

It is essential to realize that the positive relation between the intertemporal levels of

consumption and labor (“work more in your lifetime if you want to consume more in your

lifetime” or, formally, the correlation between c∗1 + c∗2 and n∗1 + n∗2) is not a result but,

instead, a direct consequence of the (BB) constraint imposed in our model. By contrast,

the self-disciplining rule of “work more today if you want to consume more today” is a

main result of the dual system model with asymmetric information. It is neither first-

best (as we know from Proposition ??) nor an ad-hoc, externally imposed restriction.

Instead, it emerges as the internal, self-imposed, endogenously optimal second-best rule

designed by the cerebral side of the individual to counter the tendency of the impulsive

side to overconsume. Stated differently, the model provides foundations for self-imposed

behaviors such as “I will spend the week-end in Palm Springs only if I finish the paper

by Friday” or “I watch the soccer game but then I work on the referee report” based

exclusively on informational asymmetries within the individual.11 Naturally, we could

have obtained similar results by introducing a parameter of “guilt” in the utility function

that kicks-in when only pleasant activities are undertaken. However, we feel that deriving

this behavior from first principles is more satisfactory than imposing an intuitive but still

somewhat ad-hoc cost.12

11Note that, in these examples, the unit of time is defined somewhat loosely (one week, one day). If we
set shorter and shorter periods, then it becomes impossible to perform two activities at one date, and we
are back to problems of dynamic choices with interperiod conflicts of the self (we thank Roland Bénabou
for this remark).

12The reader might argue that sometimes we do experience guilt, a sentiment that in our model can
not be felt in equilibrium. If we introduced some stochastic element in our model, we could keep the
essence of our results and have agents suffering from regret or guilt depending on the ex-post resolution of
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Note also that our self-imposed rule rationalizes narrow bracketing of the type docu-

mented by Camerer et al. (1997) in their study of labor supply choice by New York City

cabdrivers. Our model predicts that the cortical system designs for the limbic system a

rule that links positively daily earnings and daily amount of leisure, that is, it predicts a

negative elasticity of wages and hours of work. Our paper however does not account for

short term targeting, a second (and perhaps more controversial) finding in that study.

A comment on contract enforcement. The principal-agent literature relies either on

self-enforcing contracts (e.g., through reputation) or enforceability by a third party (e.g.,

a court).13 If we believe in a pure contracting interpretation of our model (which seems

a bit too literal), then enforcement is indeed a concern: both activities can hardly be

undertaken simultaneously, so what prevents the principal from reneging on her promise

of consumption once labor has been carried out?14 It is difficult to think of a dynamic

self-enforcement mechanism given the agents’ myopia. We can hypothesize the existence

of another brain system whose role is to ensure that the cortical system keeps her end

of the deal. This would be consistent with the existing evidence in neuroscience that

some brain areas (such as the anterior cingular cortex) are involved in monitoring, error

detection and control of activities by other systems (Carter et al. (1998), Botvinick et al.

(2001)). However, there is currently no evidence (for or against) this hypothesis in our

specific context.

Another interesting result follows from the previous analysis.

Corollary 1 (Consumption over the life cycle)

The distribution of consumption over the life cycle depends not only on the total wealth

accumulated over the life cycle but also on the source of wealth and the period-to-period

access to labor.

In order to implement the welfare maximizing rule of consumption and labor described

in Proposition ??, the upper bound on the amount of labor that the individual is able to

provide must be sufficiently high.15 In other words, an individual cannot compensate a

limited access to current labor with the equivalent amount of income derived from another

uncertainty.
13In some contract theory problems, enforcement is a delicate issue that has raised controversies (see

e.g. Laffont and Martimort (1997) on collusion and the debates it generated).
14We thank Douglas Bernheim for raising this issue.
15Formally, n∗1(θ) > 0 ⇔ n̄ > θ u(c∗1(θ))− θ u(c∗1(θ))−

R θ

θ
u(c∗1(θ))dθ (see the Appendix for details).
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source, including past labor, future labor and income shocks. The intuition relies again on

the self-disciplining rule “if you want to consume, then work”. The principal needs proof of

agent-1’s consumption needs. To obtain it, she has to ask in exchange something which is

costly for him: current labor. Thus, for example, if agent-1 is not willing to work as much

as n∗1(θ
′), then it reveals that his valuation is lower than θ′ and therefore that he should

consume less than c∗1(θ
′). What if an agent-1 with valuation θ′ wants but cannot work the

required amount (n̄ < n∗1(θ
′))? Unfortunately, the principal cannot ask for another type

of income in exchange: since agent-1 does not care about past or future consumption, he

is willing to sacrifice any of this income (endowment, income inherited from past labor,

income borrowed against future labor, etc.) for extra consumption, independently of his

true valuation.16 Overall, a restricted access to labor in a given period will limit the ability

of the forward-looking entity to extract information about the willingness to consume by

the myopic entity. This, in turn, will constrain the amount of consumption that can be

granted in that period.

Note that this corollary has implications for a long-standing puzzle in theories of

consumption over the life-cycle, namely the tendency of households to engage in insufficient

consumption smoothing. Our theory suggests that, controlling for the amount of wealth

accumulated during the life cycle and even with perfect capital markets, an individual

will consume more when he is active on the labor market than when he is not. Moreover,

consumption behavior will vary depending on the source of wealth (labor vs. unanticipated

income shocks).

2.3 The determinants of time-preference

The reader familiar with contract theory might argue that imposing a monotone relation

between the observable variables is quite common in optimization problems with asym-

metric information. In this section, we make one step further in our analysis. We perform

some comparative statics on the nature and extent of the distortion as a function of the

information asymmetry between the myopic and forward-looking entities, which lead to

some further interpretations.

Suppose that the agents’ valuation θt may be drawn from two distributions, F (θt)

or G(θt), with G(θt) being “more favorable” than F (θt) on [θ, θ]. Formally, we assume
16The effect is mitigated (but does not disappear) if each agent has some concern about the welfare of

past or future agents.
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that their density functions f(θt) and g(θt) satisfy the monotone likelihood ratio property

(MLRP):17 (
g(θt)
f(θt)

)′
> 0 ∀ θt ∈ [θ, θ]

Intuitively, this condition implies that the agent is more likely to have a high valuation

and less likely to have a low valuation for a good drawn from G than for a good drawn

from F . Denote by (c∗∗t (θt), n∗∗t (θt)) the analogue of (c∗t (θt), n∗t (θt)) when θt is drawn from

G rather than F . We have the following result.

Proposition 3 (The endogenous rate of time-preference)

(i) For any distribution function F (·) and any increasing and concave utility u(·):
c∗1(θ1) > co

1(θ1) ∀ θ1, n∗1(θ1) 6 no
1(θ1) ∀ θ1 and U∗

1 (θ1) > Uo
1 (θ1) ∀ θ1.

c∗2(θ2) = co
2(θ2) ∀ θ2, n∗2(θ2) > no

2(θ2) ∀ θ2 and U∗
2 (θ2) < Uo

2 (θ2) ∀ θ2.

(ii) Moreover, if u(·) is in the CRRA class of utility functions, then for all θ1 and F (·):
dc∗1
dθ1

>
dco

1

dθ1
(> 0),

dn∗1
dθ1

>
dno

1

dθ1
(= 0) and there exists r̄ s.t. r ≷ r̄ ⇔ dU∗

1

dθ1
≷

dUo
1

dθ1
.

(iii) Last, and again for any u(·), if G is more favorable than F then:

c∗1(θ1) > c∗∗1 (θ1) (> co
1(θ1)) and dn∗∗1

dc∗∗1

∣∣∣
θ1

>
dn∗1
dc∗1

∣∣∣
θ1

(> dno
1

dco
1

∣∣∣
θ1

) for all θ1.

It comes at no surprise that agent-1 enjoys a higher utility under asymmetric than un-

der full information: a superior knowledge of his valuation must necessarily benefit him,

otherwise he would have no incentives to keep it private. The interesting question is to

determine in which dimension(s) he benefits. As part (i) demonstrates, for all interior

valuations, agent-1 both consumes more and works less than under full information. The

reason is that, under asymmetric information, the principal must propose a high-powered

incentive scheme to agent-1 (work according to what you want to consume). This trans-

lates into an inefficiently low level of first-period labor. Given this work shortage, the

principal could reduce also first-period consumption in order to satisfy the intertemporal

budget constraint. This would decrease the “rents” obtained by the agent (that is, the

extra utility enjoyed due to the existence of private information), but also the “efficiency”

of the intrapersonal contract. Instead, we show that the principal allows also extra con-

sumption and compensates both the excessive consumption and the insufficient labor in

the first period with an increased amount of labor in the second period. What makes

this alternative optimal is the absence of a conflict of interests between the principal and
17MLRP is a standard condition in the comparison of distributions. It implies first-order stochastic

dominance and hazard rate dominance: G(θ) < F (θ), g(θ)
G(θ)

> f(θ)
F (θ)

and g(θ)
1−G(θ)

< f(θ)
1−F (θ)

for all θ ∈ (θ, θ).
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agent-2: the former does not need to grant extra rents to the latter in order to elicit higher

second period labor. Summing up, it was obvious that agent-1 would benefit from pri-

vate information. What seems more striking is that, for all valuations, the benefit always

translates both into more consumption and less labor. Pushing forward this analysis,

part (ii) states that, as the willingness to consume increases, the upward distortion in

consumption becomes more pronounced and the downward distortion in labor becomes

less pronounced. Therefore, the major benefit from information asymmetry takes two

different forms depending on agent-1’s willingness to consume: increased consumption for

a high-valuation agent-1 and reduced labor for a low-valuation agent-1. Last, part (iii)

shows that not only the realized valuation matters for consumption and labor but also

whether it is a good that the agent usually likes it a lot or not. A consumption in excess

of co
1 is granted to agent-1 to avoid over-representation of the true willingness to consume.

As high willingness becomes more predictable (because valuations are drawn from more

favorable distributions), the principal is less willing to give a premium for information.18

We can also provide a more interesting behavioral interpretation of these results. Recall

that choices under full information are analogous to those made by an individual with no

intraperiod conflict and a discount factor of 1. Therefore, the difference between the

consumption ratios under asymmetric and full information (c∗1/c∗2 vs. co
1/co

2) identifies an

endogenously determined “rate of time-preference” or “degree of impatience”. The same

holds for labor. In other words, these differences capture how many resources are shifted

from period 2 to period 1 due to asymmetric information. According to this definition,

part (i) shows the existence of a positive rate of time-preference both in consumption and

labor (c∗1/c∗2 > co
1/co

2 and n∗1/n∗2 < no
1/no

2). Also, part (ii) demonstrates that agent-1’s main

benefit takes two different forms depending on the agent-1’s marginal value of consumption:

a boost in consumption when θ1 is high and a reduction in labor when θ1 is low. Simple

calculations demonstrate that these two results coincide with those obtained if, instead of

endogenous and a consequence of informational asymmetries, we assumed no intrapersonal

conflict and an exogenous discounting of future returns (δ < 1). In that respect, we can

argue that our model provides foundations for intertemporal discounting. A natural issue

is then to determine whether we can discriminate between the two alternatives. Part

(iii) provides testable predictions that depart from standard theories of discounting: given
18There is a similar effect in the contract theory literature, where firm efficiency, worker ability and

product quality is more valuable (i.e., implies not only higher payoff but also higher informational rents)
the lower the efficiency, ability and quality in the pool of firms, employees and manufacturers.
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identical current valuation for two different goods, an agent will exhibit lowest consumption

for the good that he usually enjoys most. Moreover, each extra unit of consumption will

“cost” him more labor in exchange. This result relates to the findings of Loewenstein et

al. (2001), according to which, the intertemporal preference rate of an individual differs

across activities.

Another issue of interest is to determine which type of agent-1 benefits more from the

asymmetry of information or, stated different, which agent is more difficult to keep under

control. By construction, agent-1’s total utility increases with his valuation both under

complete and incomplete information (dUo
1/dθ1 > 0 and dU∗

1 /dθ1 > 0). As the return

on savings increases, the opportunity cost of current consumption also increases, and so

does the principal’s willingness to indulge extra utility to agent-1 in exchange of a truthful

revelation of θ1. As a result, for high interest rates, agents with strong valuations reap

the biggest benefits of information asymmetries whereas for low interest rates, agents with

weak valuations enjoy the greatest rents.

Last, recall that the ability to withhold information is beneficial for agent-1. Since it

is detrimental for a principal who is solely (and equally) concerned about the utility of

both agents, then it must necessarily be detrimental for agent-2.19 A conclusion follows

directly from this result.

Corollary 2 (The relative weight of utilities)

Under complete information, the utility of agent-1 is lower than that of an agent-2 with the

same valuation. This conclusion does not necessarily hold under asymmetric information.

The positive net return on savings combined to the equal concern of the principal for

the welfare of both agents implies that, ceteris paribus, agent-1 should ideally consume

less, work more and therefore enjoy a lower overall utility than agent-2. Formally, Uo
1 (θ) <

Uo
2 (θ) for all θ. Under asymmetric information and due to the extra utility needed in

order to elicit agent-1’s true valuation, the balance is restored and may even be inverted:

agent-1 consumes more than agent-2, and the realized valuations together with the other

parameters of the model determine whether he also works less. Formally, U∗
1 (θ) ≷ U∗

2 (θ).

Reversing the logic, one may conjecture that the system of the brain with long-term

concerns is “designed” to weight equally utility at every period. This way, future agents
19It would be interesting to extend our results to a more general model with T (> 2) periods. Our

conjecture is that asymmetric information would affect positively the utility of the first s (> 1) agents and
negatively the utility of the last T − s (> 1) ones, with s depending on the parameters of the model.

17



are favored and the unavoidable extra benefit enjoyed by the current agent due to private

information is countered. Needless to say, the argument is speculative. In particular,

there is evidence that the cortical system is capable of making intertemporal tradeoffs

but there is no conclusive indication whether it discounts future returns, let alone which

purpose such discounting would serve. In any case, this problem translates to the brain

level an interesting question long discussed in welfare economics: should a social planner

(our principal) discount less heavily the future than individuals in the population (our

agents)?20

2.4 A note on the applicability of this theory

The model presented in this section has three key ingredients. First, asymmetric infor-

mation and conflict of interests between myopic agents and forward-looking principal.

Second, two activities that affect welfare at each period. Third, an intertemporal link

between some of these activities. Since, all the other features of the model can be relaxed,

the scope of applicability of our theory goes beyond the consumption and labor example

in which we have focused so far.

In particular, our methodology and results immediately extend to situations where

(i) both activities yield positive utility and/or (ii) the intertemporal link affects only one

activity and/or (iii) the intertemporal link imposes a weaker relation than strict budget

balance. One can think of (i) as a situation where an individual with a fixed budget decides

to allocate his monthly spendings between several pleasurable activities (e.g., movies in

the evening and concerts at night). If the myopic system has private information about the

current value of one or both activities, the second-best rule imposed by the forward looking

system is to link negatively not only the monthly (as imposed by the budget constraint)

but even the daily relative consumption of the activities (“it’s either a movie or a concert

today, you choose”). According to (ii), the same conclusion applies even if concerts are

free and therefore do not affect the budget constraint. Only by restraining the agent’s

ability to go to concerts can the principal obtain information about his true willingness to

go to the movies. The mechanism is suboptimal, since free concerts should be consumed

every day. However, it allows a more efficient allocation of the budget between movies at

different dates.21 In that respect, our theory provides a rationale for self-handicapping or,
20For a recent perspective on this problem, see Caplin and Leahy (2004).
21It is easy to construct an example with two activities and a binary consumption of each (0 or 1) where

the equilibrium pair of consumptions is {1, 0} or {0, 1} at each date but never {0, 0} or {1, 1} even if one
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more precisely, for ‘self-inflicted punishments’. Last, property (iii) implies for example that

an individual can compensate the ingestion of products high in cholesterol with current

or future exercise, but he can also choose to sacrifice part of his health.

3 Wanting, liking and the importance of visceral factors

3.1 Some evidence of incentive salience

A current strand of the neuroscience literature pioneered by Berridge (2003) argues that

behavior is not always motivated by the pursuit of pleasure. His research on consumer

decision-making shows that subliminal stimuli can alter manifested choices without af-

fecting the expected pleasure derived from the commodities. Starting from this evidence,

the author draws a distinction between the “liking” system –responsible for the feeling of

pleasure and pain–, and the “wanting” system –responsible for the motivation or incentive

to seek pleasure and avoid pain–. Contrary to prior theories, Berridge claims that wanting

and liking are mediated by two distinct brain systems. A series of laboratory experiments

demonstrates that intervention in the mesolimbic dopamine system can enhance the will-

ingness of rats to work for food (the wanting system) without affecting the pleasure of

eating it (the liking system).22

More generally, there has been a growing interest among scholars across disciplines in

studying the interplay between affection and cognition. It has been argued that the affec-

tive system can help (Damasio (1994) and others), constrain (Elster (2004) and others)

or prevent (Baumeister (2003) and others) the cognitive system from engaging in ratio-

nal decision-making. Loewenstein (1996) provides a mathematical representation of the

effect of visceral factors such as emotions (anger, fear) or drives (hunger, sexual arousal)

on decision-making. The paper argues that these states result in discrepancies between

optimal and realized (what he calls out-of-control) behavior.

Although Berridge’s incentive salience and Loewenstein’s out-of-control theories are

different in nature and have different implications, they share an important feature. Both

emphasize the existence of salient and biased motivations that preclude or at least con-

strain welfare maximizing decisions. In this section, we incorporate a stylized version of

activity is free and always yields positive utility.
22Evidence in animals is an extremely weak indicator of human behavior and thus should be heavily dis-

counted. This research is still worth mentioning given the obvious impossibility to perform pharmacological
manipulations in humans.
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this dichotomy between liking vs. wanting or optimization vs. visceral influences in our

dual system model of the brain. More precisely, we assume that the true instantaneous

payoff of the agent at date t is, just as before, given by Ut(ct, nt; θt) = θt u(ct)− nt. This

utility function captures the liking part of the individual, or how consumption and labor

does affect welfare. However, what motivates agent-t to consume and work at date t is

Vt(ct, nt; θt) = α θt u(ct) − nt, where α (> 1) is a known parameter. This other utility

function captures the wanting part of the individual, or how the visceral factors influence

perceived welfare and behavior. So, an individual with a utility of consumption propor-

tional to θt but who is motivated by α θt will be tempted to consume “excessively”.

As in section ??, the benevolent principal maximizes the welfare of both agents (U1 +

U2) whereas the myopic agents are concerned exclusively by their current utility. Unlike

before, agent-t’s motivation to work and consume is given by an inaccurate perceived

utility (Vt 6= Ut). Under complete information, selfishness and biases in the agents’ utility

is irrelevant. The principal can impose her optimal pairs (co
t (θt), no

t (θt)) as described in

Proposition ??. Under incomplete information and given that the principal now faces a

conflict with both agents, she must design a revelation mechanism with each of them.

Interestingly and as we develop below, the options offered to agent-1 and agent-2 are very

different.

3.2 Biased motivations at date 2

Let us first analyze the game between the principal and agent-2. Suppose that agent-1

has consumed ĉ1(θ1) and worked n̂1(θ1), and denote by k(θ1) = (1 + r)(n̂1(θ1) − ĉ1(θ1))

the net (positive or negative) wealth inherited by agent-2. At date 2, the principal solves

the following program P̂2:

P̂2 : max
{(c2(θ2),n2(θ2))}

S2 =
∫ θ

θ
θ2 u(c2(θ2))− n2(θ2) dF (θ2)

s.t. α θ2 u(c2(θ2))− n2(θ2) > α θ2 u(c2(θ̃2))− n2(θ̃2) ∀ θ2, θ̃2
ˆ(IC)

c2(θ2) > 0, n2(θ2) ∈ [0, n̄] (F2)

c2(θ2) 6 n2(θ2) + k(θ1) (B̂B)

where α− 1 captures the intensity of conflict between motivation and true preferences.

As a benchmark, suppose first that no constrains were imposed on agent-2 (except,

naturally, for budget balance). Given a valuation θ2 and a salience α, agent-2 would
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choose the pair of consumption and labor (x(θ2), y(θ2)) that solves:

max
{c2,n2}

α θ2 u(c2)− n2

s.t. c2 > 0, n2 ∈ [0, n̄], c2 6 n2 + k(θ1)

Assuming an interior solution (n̄ sufficiently large) consumption and labor would then be:

u′(x(θ2)) =
1

α θ2
and y(θ2) = x(θ2)− k(θ1)

where x(θ2) > co
2(θ2) for all θ2. Also, denote θ̂ the cutoff valuation that satisfies:

1

θ̂
× 1− F (θ̂)

f(θ̂)
=

α− 1
α

(C)

The principal anticipates agent-2’s desired consumption and labor (x(θ2), y(θ2)), which

does not coincide with her first-best choice (co
2(θ2), no

2(θ2)). The solution (ĉ2(θ2), n̂2(θ2)) to

program P̂2 characterizes the constrained optimum that the cognitive system can achieve

at date 2 given the private information and biased motivation of the affective system.

Proposition 4 (Asymmetry in the mind with biased motivations at date 2)

When agent-2 has private knowledge of his valuation and a biased motivation, the principal

constrains only the maximum consumption to x(θ̂) and requires (B̂B) to be satisfied.

Given this restriction, an agent-2 with valuation θ2 chooses:

- His optimal consumption and labor if θ2 < θ̂: ĉ2(θ2) = x(θ2) and n̂2(θ2) = y(θ2)

- The optimal consumption and labor of an agent with valuation θ̂ if θ2 > θ̂: ĉ2(θ2) = x(θ̂)

and n̂2(θ2) = y(θ̂).

Contrary to Proposition ?? where optimal intervention was sophisticated and intrusive,

it is now optimal for the principal to follow a simple rule-of-thumb. Since the disagreement

is proportional to (α − 1) θ2, the cost of letting agent-2 get away with his desired levels

of consumption and labor is small as long as his valuation is low. When the valuation

exceeds a certain threshold θ̂, then overconsumption becomes a serious problem and a

drastic intervention in the form of a consumption cap becomes optimal. One informal way

of interpreting this mechanism is the principal saying “as long as you don’t abuse, you can

do whatever you want.” It is interesting that an extensive use of the ‘carrot’ (full freedom

in the choice of consumption and labor) up to a certain level and then a strict enforcement

of the ‘stick’ (no more choice) above that level endogenously emerges as the best rule.
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Note that some nice implications can also be obtained if we apply this problem and

mechanism to a completely different setting. Consider for instance a parent (our principal)

who can constrain the options available to her offspring (our agent). The offspring privately

knows the value he derives from the pleasurable activity, and the parent internalizes only

partly his preferences; from her viewpoint, he has a tendency to “party too much” (α > 1).

Our result suggests that the optimal strategy of the parent is to fully delegate choices to

the offspring up to a certain level and firmly intervene above that point (see Corollary ??

below for some comparative statics).

A comment on the optimal mechanism. For the reader familiar with incentive theory,

an optimal contract of this form should be somewhat surprising. In fact, we are not aware

of any mechanism design problem where, despite the availability of two compensatory

tools, the optimal contract is a threshold rule in one variable with full freedom below

and bunching above (the techniques to find this optimal mechanism are also somewhat

non-standard).23 The intuition behind this result relies on the fact that incentive com-

patibility can be satisfied in three different ways. First and trivially, by letting the agent

choose his unconstrained optimal pair. Second, by giving every type of agent the same

(pooling) contract. Third, by optimally selecting the (monotone) relation between the two

variables that induces self-selection. In all problems we know (including the one described

in Proposition ??), incentive compatibility of the optimal contract is ensured v́ıa the third

criterion or a combination of second and third criteria (when the single crossing property

is violated). By contrast, in our setting, there is a tension between incentive compatibility

and resource management. On the one hand, self-selection can be induced if the relation

between consumption and labor is such that dn2/dc2 = αθ2 u′(c2), see appendix for details.

On the other hand, budget balance implies that either dn2/dc2 = 1 or else some resources

are being wasted (B̂B not binding). Both equalities can simultaneously be satisfied for

at most one type. Since the incentives of principal and agent-2 are (not perfectly but

still substantially) aligned, it is more important to focus on resource optimization than

on self-selection. As a result, incentive compatibility is ensured through the first criterion

as long as it is not too costly (θ2 and/or α small) and then through the second criterion.

This also implies that, even in the presence of incentive salience, it is never optimal to
23Amador et al. (2004) have a similar cutoff rule although for very different reasons. In their paper,

the principal has only one tool (saving target). Thus, contrary to our paper and the traditional mecha-
nism design literature, it is by construction impossible to offer menu of contracts that link two variables
(consumption / labor, payment / probability of awarding the good, cost target / transfer, etc.).

22



discipline the agent by throwing resources away (i.e., by choosing consumption strictly

smaller than labor).

Some interesting comparative statics follow from the previous analysis.

Corollary 3 (Conflict intensity)

For a given valuation, agent-2 is less likely to freely choose his desired consumption and

labor when the conflict between true and perceived welfare is high and when the willingness

to consume is drawn from a less favorable distribution.

As incentive salience or visceral factors become more pronounced, the gap between the

principal’s first-best choices and agent-2’s motivation to work and consume increases, so

the former needs to control the latter more tightly in order to avoid excessively inefficient

behavior. This is achieved by increasing the range of valuations that are subject to the

principal’s intervention (formally, ∂θ̂/∂α < 0). It is worth noting from (C) that θ̂(α) < θ

for all α > 1 and limα→1 θ̂(α) = θ: only when the conflict vanishes (α = 1) first-best

levels can be implemented for all valuations. Stated differently, as soon as true and

perceived utility differ (even minimally), the principal is obliged to intervene. Also, for

sufficiently strong biases in perceived welfare, it may be optimal to impose a uniform level

of consumption and labor (θ̂ = θ). Thus, in the parent-offspring interpretation, more

intransigent rules just reflect stronger conflicts between the parties involved.

The distribution of valuations also affects intervention. On the one hand, the principal

cares about the utility of the agent and proves it by granting full freedom for reasonably

small conflicts. On the other hand, she is also concerned about excesses which is why she

constrains the agent’s choices above a certain level. The optimal rule balances the costs of

overconsumption with the costs of pooling. Note that, for a given threshold θ̂, consumption

is more likely to be restrictive the more favorable the distribution of valuations (formally,

1 − G(θ̂) > 1 − F (θ̂)). In order to avoid an excessive intervention, the principal then

becomes more lenient when valuations are more likely to be high.

3.3 Biased motivations at date 1

We can now turn to the analysis of the previous period. From Proposition ??, we know

that consumption and labor at date 2 will be adjusted so as to make the budget constraint

(B̂B) binding. Although utilizing all resources seems quite natural, we showed that the

result is still not obvious, since it comes at the expense of granting excessive freedom (and
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therefore excessive consumption) to agent-2.24 Given this anticipation of future behavior,

the program P̂1 solved by the principal at date 1 is:

P̂1 : max
{(c1(θ1),n1(θ1))}

S1 =
∫ θ

θ
θ1 u(c1(θ1))− n1(θ1) + Eθ2

[
θ2 u(ĉ2(θ2))− n̂2(θ2)

]
dF (θ1)

s.t. α θ1 u(c1(θ1))− n1(θ1) > α θ1 u(c1(θ̃1))− n1(θ̃1) ∀ θ1, θ̃1 (ÎC)

c1(θ1) > 0, n1(θ1) ∈ [0, n̄] (F1)

We can then characterize (ĉ1(θ1), n̂1(θ1)), the optimal consumption and labor at date 1

from the principal’s perspective given private information and salient incentives by agent-1.

Proposition 5 (Asymmetry in the mind with biased motivations at date 1)

When agent-1 has private knowledge of his valuation and a biased motivation, the principal

offers the following menu {(ĉ1(θ1), n̂1(θ1))}θ
θ1=θ of consumption and labor pairs:

u′(ĉ1(θ1)) =
1 + r

θ1 + r α
(
θ1 + F (θ1)

f(θ1)

)
n̂1(θ1) = n̄− α

[
θ u(ĉ1(θ))− θ1 u(ĉ1(θ1))−

∫ θ

θ1

u(ĉ1(x))dx

]
Agent-1 with valuation θ1 selects the pair (ĉ1(θ1), n̂1(θ1)) designed for him.

As we can immediately notice, the options offered by the principal to agent-1 are

qualitatively very similar with biased and unbiased motivations ((ĉ1, n̂1) and (c∗1, n
∗
1) re-

spectively). In both cases, and as in standard mechanism design games, the principal

induces self-selection: the higher the valuation of agent-1, the higher will be his choice of

both the pleasant activity (consumption) and the unpleasant activity (labor). The reasons

for the optimality of this type of mechanism are also the same as described in section ??.

There are two implications of this result that are worth being mentioned. First, de-

note by cα
1 (θ1) the consumption by agent-1 under asymmetric information if the principal

maximized V1+V2, that is, if she shared the biased motivation of the agents. It is straight-

forward to note that this consumption would solve:25

u′(cα
1 (θ1)) =

1 + r

α
[
θ1 + r

(
θ1 + F (θ1)

f(θ1)

)]
24This contrasts with Proposition ?? where, given the absence of a conflict at date 2 between the principal

and agent-2, it was obvious that (BB) had to be binding.
25In fact, it is the consumption determined in Proposition ?? where we replace the function u(c) by

α u(c).
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and therefore that cα
1 (θ1) > ĉ1(θ1) > c∗1(θ1) for all θ1. In order to induce an agent-1

with an incentive salience to reveal his valuation, the principal must grant him some extra

consumption. However, this increase in consumption will not be as high as if the salient

motivation was ‘real’ rather than just ‘perceived’. In other words, the forward looking

system will neither ignore nor fully integrate the misperceptions of the myopic systems.

Instead, it will find the right balance between accommodating biased perceptions and

pursuing true motivations.26

A second and arguably more interesting conclusion is that the incentive mechanisms

proposed at dates 1 and 2 are very different in nature. Consumption at date 1 is always

excessively low from agent-1’s viewpoint and monotonically increasing in valuation; con-

sumption at date 2 is optimal from agent-2’s viewpoint for valuations below a threshold

and excessively low and constant for valuations above it. The principal implements differ-

ent rules because suboptimal choices at dates 1 and 2 have different costs. To be precise,

from the principal’s viewpoint excessive consumption and insufficient labor at date 1 is

not only inefficient per se, it also implies that either fewer resources are left for period 2,

or more work is required at period 2, or both. To minimize this cost, a standard “work

more if you want to consume more” rule is imposed. By contrast, the concern about the

effect of current behavior on future resources disappears at date 2. Excessive consumption

by agent-2 is relatively less costly and allowed as long as the agent himself is willing to

provide the necessary amount of labor in exchange.

Before concluding, a last clarification is in order. On the one hand, during the entire

paper we have been advocating a literal interpretation of our dual-system model: the brain

is and must be modelled as a multi-agent organization, with different systems competing

to impose their different goals. On the other hand, the revelation games and the results

presented in Propositions ??, ??, ?? as well as the optimization processes behind each

system should not be taken literally. Just like in most economic optimization problems,

they are “as if” mechanisms. An advantage of the normative approach to mechanism

design followed in this paper is that it identifies some general properties that can be

compared with the behavior observed in practice. In our view, one of the most interesting

features of our model is that the qualitative aspects of the optimal mechanisms described

in the different propositions have compelling practical interpretations.
26Note that as α → 1, choices converge to those under no bias (ĉt(θt) → c∗t (θt) and n̂t(θt) → n∗t (θt)).
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4 Summary and discussion

The Theory of Organizations has a long tradition of modelling firms as a nexus of agents

with incentive problems, informational asymmetries, restricted channels of communica-

tion, etc. The main contribution of this paper is to argue, based on neuroscience research,

that the brain is also an organization where the different systems play the role of agents.

We claim that individual decision-making should be studied from that same multi-agent

organization perspective and propose a step in that direction. A few papers have im-

plicitly followed a similar approach before us (Benhabib and Bisin (2004), Bernheim and

Rangel (2004)). A main difference is that this literature focuses on automatic processes

vs. cognitive optimization whereas we exploit a different neuro-mechanism: the cognitive

inaccessibility to our motivations. Starting from this premise, the paper derives a number

of results: optimality of self-disciplining rules such as “work more today if you want to

consume more today” or “do what you want but don’t abuse”, foundation for discounting,

implications for consumption over the life-cycle, etc.

Our model can be extended in several dimensions. First, we can increase the number

of periods. Our conjecture is that every agent will then be less likely to benefit from the

existence of private information than its predecessor. It may also generate other testable

predictions about discount rates and, in particular, shed light on dynamic preference

reversals, as discussed by Fudenberg and Levine (2004) and Loewenstein and O’Donoghue

(2004) in related contexts. Second, we can introduce correlated types. This will affect the

value of information, and therefore the mechanism offered by the principal. Third, we may

attenuate the conflict by assuming that the principal puts a decreasing weight on distant

payoffs and that agents have a positive concern for future returns (formally, 1 > δprinc >

δagent > 0). Note that the combination of these second and third extensions adds an

interesting dimension to the problem: agent-1 will have an incentive to signal his valuation

with his consumption and labor choices. It will therefore provide a complementary motive

for self-signaling to Bodner and Prelec (2003) and Bénabou and Tirole (2004). Fourth,

we can impose strict limitations on the amount of per-period labor n̄. This will make full

discrimination technically infeasible (the same pair of consumption and labor will have to

be offered to a subset of agents with different valuations, what is called “bunching”).27

Last, we may argue that agents can invest resources that increase their productivity of

labor. Technically, this will add a moral hazard stage before the contract under asymmetric
27Pooling will then occur for reasons that are different than in Proposition ??.
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information.

Another, and maybe more promising, alley of research is to test empirically or exper-

imentally some behavioral implications of our theory: the effect of the source of income

and the period-to-period labor opportunities on the distribution of consumption over the

life cycle, the effect of the distribution of valuations on consumption, etc.

More generally, we have heavily relied on neuroscience experiments to shape our model.

However, the lack of evidence (for and against) some ingredients of the model forced us

to make debatable choices. For example, is the relation between the cortical and limbic

systems best captured by a vertical hierarchy (as we assume) or should we rather think of

their interaction as a bargaining process?28 What is the mechanism behind the principal’s

ability both to restrict the choices of agents and to keep her end of the deals? Also, there

is consistent indication of compartmentalized information within the brain. However, are

the systems with restricted access to information aware of these asymmetries? Is private

information possessed by the myopic decision-maker? We have assumed that the forward

looking system weights equally all periods. Yet, isn’t it possible that it also discounts

the future (exponentially as in the traditional literature, with a present-bias as the recent

evidence suggests or even with a future-bias to compensate for the preferences of the

myopic systems)? Last, the existing evidence of incentive salience in humans is suggestive

but weak and the evidence in animals provides a poor support for human behavior. Is it

possible to obtain stronger support for the biased motivation hypothesis in humans?

Some readers may argue that modelling the brain is excessively bold, at least for the

time being, even more so given the concerns and unanswered questions raised above. On

the contrary, we believe it is the right time to combine strengths across disciplines and

improve our understanding of this complex but fascinating organization called the brain.

On one end, multiplying experiments in neuroscience will provide invaluable information

to theorists about how to build more accurate organizational models of the brain. On

the other end, developing new theories and brain models will help experimental scientists
28Bénabou and Pycia (2002) and McClure et al. (2004) advocate bilateral bargaining. Note however

that bargaining models are usually sensitive to (i) relative patience of players and (ii) payoffs under no-
agreement, two features that raise modelling concerns in our setting. The first one because, by construction,
agent-1 is infinitely less patient than the principal and their relation must last exactly one period. The
second one, because it is hard to determine each party’s “reservation value” or payoff under disagreement
(this is precisely why we did not include individual rationality constraints in our model). These among
some other considerations led us to opt for the principal-agent approach. Ideally, however, both alternatives
should be explored, tested and compared.
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determine which hypothesis and assumptions should receive testing priority. Although

it is still too early for an assessment, this methodology may eventually lead to a new

approach to human decision-making, and we hope that our paper will modestly contribute

to stimulate this line of research.
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Appendix

Proof of Proposition ??. S1 can be rewritten as a function of c1, n1 and c∗2:

S1 =
∫ θ

θ
θ1 u(c1(θ1))−n1(θ1)+Eθ2

[
θ2 u(c∗2(θ2))− c∗2(θ2)+(1+ r)(n1(θ1)− c1(θ1))

]
dF (θ1)

Given U1 = θ1 u(c1)− n1, we can rewrite P∗
1 as a function of (c1, U1) instead of (c1, n1):

P∗
1 : max
{(c1(θ1),U1(θ1))}

∫ θ

θ
−rU1(θ1)+(1+r)(θ1u(c1(θ1))−c1(θ1))+Eθ2

[
θ2u(c∗2(θ2))−c∗2(θ2)

]
dF (θ1)

s.t. (IC∗) and (F1)

Using standard techniques of implementation theory (see e.g. Fudenberg and Tirole

(1991, chapter 7)), we can reduce the continuum of incentive compatibility constraints to

a first-order and a second-order condition, namely:

dU1(θ1)
dθ1

= u(c1(θ1)) (a)

c′1(θ1)
∂U1

∂n1

[
∂

∂θ1

(
∂U1/∂c1

∂U1/∂n1

)]
> 0 ⇒ c′1(θ1) > 0 (b)

The key to solve problem P∗
1 is to determine where (IC∗) is binding. Since there is

no individual rationality constraint, we cannot apply the usual techniques. Given that

n1(θ1) ∈ [0, n̄] for all θ1, agent-1’s utility cannot be smaller than U1(θ1) = θ1 u(c1(θ1))− n̄

or greater than U1(θ1) = θ1 u(c1(θ1))− 0 for all θ1. Note that:

dU1

dθ1
=

dU1

dθ1
= u(c1(θ1)) + θ1 u′(c1(θ1)

dc1

dθ1
>

dU1

dθ1
= u(c1(θ1)) > 0 (1)

This means that for all θ1, U1(θ1) ∈ [U1(θ1), U1(θ1)] and the slope of (IC∗) is always

smaller than the slopes of U1(θ1) and U1(θ1). Since, from P∗
1, we know that U1(θ1) enters

negatively the principal’s objective function, we then have that (IC∗) binds at the top or,

formally, U1(θ) = U1(θ) which in turn implies that n1(θ) = n̄. Assume that (IC∗) does

not bind at any other point. Given (??), this is true if U1(θ) < U1(θ) or, equivalently, if

n1(θ) > 0. We will neglect this inequality and check it ex-post.

Using (a), and knowing that (IC∗) binds at the top, we have:∫ θ

θ1

U ′
1(x)dx =

∫ θ

θ1

u(c1(x))dx ⇒ U1(θ1) = U1(θ)−
∫ θ

θ1

u(c1(x))dx (2)
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Integrating by parts, we use (a) and (??) to rewrite agent-1’s expected utility as:∫ θ

θ
U1(θ1)f(θ1)dθ1 = U1(θ)−

∫ θ

θ

F (θ1)
f(θ1)

u(c1(θ1))f(θ1)dθ1

Hence, replacing (IC∗) by (a) and (b) and introducing (a) in the objective function, we

can rewrite P∗
1 as:

max
c1(θ1)

∫ θ

θ
−r

[
U1(θ)−

F (θ1)
f(θ1)

u(c1(θ1))
]

+ (1 + r)
[
θ1u(c1(θ1))− c1(θ1)

]
+ A(θ2)dF (θ1)

s.t. c′1(θ1) > 0, c1(θ1) > 0, n1(θ1) ∈ [0, n̄]

where A(θ2) = Eθ2

[
θ2u(c∗2(θ2))− c∗2(θ2)

]
. First-order condition with respect to c1 implies:

u′(c∗1(θ1)) =
1 + r

θ1 + r
(
θ1 + F (θ1)

f(θ1)

)
Note that dc∗1(θ1)/dθ1 > 0 and c1(θ1) > 0 are always satisfied if θ > 0. From (??), the

second-best level of labor specified in the contract is given by:

θ1 u(c∗1(θ1))− n∗1(θ1) = θ u(c∗1(θ))− n̄−
∫ θ

θ1

u(c1(x))dx

that is:

n∗1(θ1) = n̄−

[
θ u(c∗1(θ))− θ1 u(c∗1(θ1))−

∫ θ

θ1

u(c∗1(x))dx

]
and therefore

dn∗1
dθ1

= θ1 u′(c∗1(θ1))
dc∗1
dθ1

(> 0)

Last, the neglected inequality U1(θ) < U1(θ) which, in our case, translates into n∗1(θ) > 0

is automatically satisfied if n̄ is “sufficiently large” or, more specifically, if:

n̄ > θ u(c∗1(θ))− θ u(c∗1(θ))−
∫ θ

θ
u(c∗1(x))dx =

∫ θ

θ
x [c∗1(x)]′ u′(c∗1(x))dx (> 0)

Proof of Proposition ??. Part (i) follows directly from inspection of (c∗t (θt), n∗t (θt)) and

(co
t (θt), no

t (θt)) in Propositions ?? and ??.

Part (ii). Assuming that u(c) = cρ/ρ with ρ ∈ (0, 1), we have:

c∗1(θ1) =

θ1 + r
(
θ1 + F (θ1)

f(θ1)

)
1 + r


1

1−ρ

and co
1(θ1) =

(
θ1

1 + r

) 1
1−ρ
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and the property
dc∗1
dθ1

>
dco

1

dθ1
> 0 follows. The properties

dn∗1
dθ1

> 0 and
dno

1

dθ1
= 0 also follow

directly from Propositions ?? and ??.

From Proposition ??, we know that
dU∗

1

dθ1
= u(c∗1(θ1)) =

1
ρ

θ1 + r
(
θ1 + F (θ1)

f(θ1)

)
1 + r


ρ

1−ρ

.

Also,
dUo

1

dθ1
= u(co

1(θ1)) + θ1u
′(co

1(θ1))
dco

1

dθ1
=

1
ρ(1− ρ)

(
θ1

1 + r

) ρ
1−ρ

. Therefore

dU∗
1

dθ1
− dUo

1

dθ1
∝ (θ1 + r(θ1 + F (θ1)

f(θ1) ))
ρ

1−ρ − 1
1−ρ(θ1)

ρ
1−ρ

and the last inequality as a function of r follows.

Part (iii). c∗1(θ1) > c∗∗1 (θ1) is immediate given F (θ1)
f(θ1) > G(θ1)

g(θ1) . Also, from (IC∗):

∂U1(θ̃1, θ1)
∂θ̃1

∣∣∣∣∣
θ̃1=θ1

= 0 ⇒ θ1 u′(c1(θ1))c′1(θ1) = n′1(θ1)

Therefore, dn∗∗1
dc∗∗1

∣∣∣
θ1

= θ1 u′(c∗∗1 ) >
dn∗1
dc∗1

∣∣∣
θ1

= θ1 u′(c∗1) > 0.

Proof of Proposition ??. Using the same methodology as in Proposition ??, we can

rewrite the ˆ(IC) constraints of P̂2 as a first-order and a second-order condition:

V ′
2(θ2) = α u(c2(θ2)) and c′2(θ2) > 0

where, by abuse of notation, we have denoted V ′
2(·) the total differential of V2 with respect

to θ2. Define H(θ2) = α θ2 u(c2(θ2)) − n̄ and I(θ2) = α θ2 u(c2(θ2)) − c2(θ2) + k(θ1).

Ignoring for the moment the constraint n2(θ2) > 0, we can rewrite program P̂2 as:

P̂2 : max
{(c2(θ2),V2(θ2))}

S2 =
∫ θ

θ
V2(θ2)− (α− 1)θ2 u(c2(θ2)) dF (θ2)

s.t. V ′
2(θ2) = α u(c2(θ2)) (ÎC1)

c′2(θ2) > 0 (ÎC2)

c2(θ2) > 0 (Fc)

V2(θ2) > H(θ2) (Fn)

V2(θ2) 6 I(θ2) (B̂B)

where we have rearranged the objective function so that V2(·) appears on it, split (ÎC) into

a first and a second order condition (ÎC1) and (ÎC2), rewritten the feasibility constraint
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n2(θ2) 6 n̄ in terms of V2(·) and H(·) and called it (Fn), and rewritten the budget balance

constraint in terms of V2(·) and I(·). Note that if (ÎC2) is satisfied, then:

H ′(θ2) = α u(c2(θ2)) + α θ2 u′(c2(θ2)) c′2(θ2) > V ′
2(θ2)

We also have

I ′(θ2) = α u(c2(θ2)) +
[
α θ2 u′(c2(θ2))− 1

]
c′2(θ2)

Recall that x(θ2) is the consumption that solves agent-2’s unconstrained optimization

problem. Formally, α θ2 u′(x(θ2))− 1 = 0. Assuming that (ÎC2) is satisfied, then:

- I ′(θ2) > V ′
2(θ2) if c′2(θ2) > 0 and c2(θ2) < x(θ2).

- I ′(θ2) = V ′
2(θ2) if c′2(θ2) = 0 or c2(θ2) = x(θ2).

- I ′(θ2) < V ′
2(θ2) if c′2(θ2) > 0 and c2(θ2) > x(θ2).

Suppose that, in equilibrium, c2(θ2) > x(θ2). This means that n2(θ2) > x(θ2) − k(θ1).

Even if it were incentive-compatible, this solution would yield lower utility both to the

principal and to agent-2 than c2(θ2) = x(θ2) and n2(θ2) = x(θ2)−k(θ1). So, in equilibrium,

we must have c2(θ2) 6 x(θ2) and therefore I ′(θ2) > V ′
2(θ2).

Technically, the key difference between P̂2 and a standard mechanism design problem

is that V2(θ2) enters positively the objective function. Therefore, the principal maximizes

agent-2’s rents subject to (Fn) and (B̂B), that is subject to V2(θ2) ∈ [H(θ2), I(θ2)]. Given

that H ′(θ2) > V ′
2(θ2) and I ′(θ2) > V ′

2(θ2), then V2(θ2) binds at the bottom on I(θ2), so

n2(θ) = c2(θ)− k(θ1) and V2(θ) = α θ u(c2(θ))− c2(θ) + k(θ1)

Using (ÎC1) and with V2(θ2) binding at θ2 = θ, the function can be rewritten as:

V2(θ2) = V2(θ) +
∫ θ2

θ
α u(c2(s))ds (3)

Standard integration by parts implies that agent-2’s expected utility is:∫ θ

θ
V2(θ2)f(θ2)dθ2 = V2(θ) +

∫ θ

θ

1− F (θ2)
f(θ2)

α u(c2(θ2))f(θ2)dθ2

so program P̂2 becomes:

P̂2 : max
c2(θ2)

S2 =
∫ θ

θ

1− F (θ2)
f(θ2)

α u(c2(θ2))− (α− 1)θ2 u(c2(θ2)) dF (θ2) + V2(θ)

s.t. c′2(θ2) > 0, c2(θ2) 6 x(θ2), c2(θ2) > 0
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the derivative of the objective function with respect to c2(θ2) is:[
α

1− F (θ2)
f(θ2)

− (α− 1)θ2

]
u′(c2(θ2))

Denote Z(θ2, α) = α1−F (θ2)
f(θ2) −(α−1)θ2. Since d

dθ

[
1−F (θ)

f(θ)

]
< 0, then ∂Z(θ2,α)

∂θ2
< 0, Z(θ, 1) =

0 and Z(θ, α) < 0 for all α > 1. Hence, for all α > 1, there exists θ̂(α) ∈ [θ, θ) such that

Z(θ̂(α), α) = 0, Z(θ2, α) > 0 for all θ2 < θ̂(α) and Z(θ2, α) < 0 for all θ2 > θ̂(α).29

Now, fix α (> 1). Using the properties of the function Z(·), we get:

(i) For all θ2 < θ̂, the objective function is strictly increasing in c2(θ2), therefore

optimal consumption is ĉ2(θ2) = x(θ2). Using (??), optimal labor is then:

n̂2(θ2) = α θ2 u(x(θ2))−
∫ θ2

θ
α u(x(s))ds− α θ u(x(θ)) + x(θ)− k(θ1) (4)

Note that agent-2’s equilibrium utility at his preferred solution (x(θ2), x(θ2)− k(θ1)) is:

W2(θ2) = α θ2 u(x(θ2))− x(θ2) + k(θ1) with W ′
2(θ2) = α u(x(θ2))

which can be rewritten as:

W2(θ2) =
∫ θ2

θ
α u(x(s))ds + W2(θ) where W2(θ) = α θ u(x(θ))− x(θ) + k(θ1) (5)

Combining (??) and (??) we finally obtain:

n̂2(θ2) = α θ2 u(x(θ2))−W2(θ2) ⇒ n̂2(θ2) = x(θ2)− k(θ1)

(ii) For all θ2 > θ̂, the objective function is strictly decreasing in c2(θ2), so the principal

chooses the smallest possible consumption that satisfies c′2(θ2) > 0. In the optimum then

ĉ′2(θ2) = 0 and ĉ2(θ2) = x(θ̂). Also,

n̂2(θ2) = α θ2 u(x(θ̂))−
∫ θ̂

θ
α u(x(s))ds−

∫ θ2

θ̂
α u(x(θ̂))ds− α θ u(x(θ)) + x(θ)− k(θ1)

Using the same techniques as before, we finally obtain:

n̂2(θ2) = x(θ̂)− k(θ1)

29Note that there is a mathematical abuse in this formulation: if θf(θ) > 1 and α > ᾱ ≡ θf(θ)
θf(θ)−1

then

Z(θ2, α) < 0 for all θ2 ∈ [θ, θ].
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Two final remarks. First, n̂′2(θ2) > 0, so n̂2(θ2) > 0 reduces to n̂2(θ) > 0. For a suitably

chosen n̄, this constraint is automatically satisfied (e.g., a sufficient condition is k(θ1) < 0

for all θ1). Second, given that (x(θ2), x(θ2) − k(θ1)) is optimal for agent-2, it is obvious

that the mechanism (ĉ2(θ2), n̂2(θ2)) can be implemented just by constraining maximum

consumption to x(θ̂) and imposing n2(θ2) > c2(θ2)− k(θ1).

Proof of Corollary ??. Z(θ̂(α), α) = 0 can be rewritten as in equation (C). Since the

left hand side is decreasing in θ̂ and the right hand side is increasing in α, then ∂θ̂
∂α < 0.

Also, recall from footnote ?? that there exists ᾱ such that if θf(θ) > 1 and α > ᾱ then

Z(θ, α) < 0, in which case θ̂ = θ and pooling occurs for all types.

Denote by θ̌ the valuation that solves Z(θ̌, α) = 0 when θ2 is drawn from distribution

G(·) rather than F (·). Therefore, θ̂ and θ̌ solve respectively α1−F (θ̂)

f(θ̂)
= (α − 1)θ̂ and

α1−G(θ̌)

g(θ̌)
= (α − 1)θ̌. If

(
g(θt)
f(θt)

)′
> 0 then g(θ)

1−G(θ) < f(θ)
1−F (θ) (see footnote ??), which

necessarily implies that θ̌ > θ̂.

Proof of Proposition ??. It follows exactly the same techniques as the proof of Propo-

sition ??, so we will skip most steps. P̂1 can be rewritten as a function of (c1, V1):

P̂1 : max
{(c1(θ1),V1(θ1))}

∫ θ

θ
−rV1(θ1) + (1 + rα) θ1 u(c1(θ1))− (1 + r)c1(θ1) + B(θ2) dF (θ1)

s.t.
dV1(θ1)

dθ1
= α u(c1(θ1)), c′1(θ1) > 0, c1(θ1) > 0, n1(θ1) ∈ [0, n̄]

where B(θ2) = Eθ2

[
θ2u(ĉ2(θ2))− ĉ2(θ2)

]
. Integrating by parts the first-order condition of

(ÎC), we have
∫ θ

θ
V1(θ1)dF (θ1) = V1(θ)−

∫ θ

θ

F (θ1)
f(θ1)

α u(c1(θ1))f(θ1)dθ1. Incorporating it

in the objective function and maximizing with respect to c1(θ1), we get:

u′(ĉ1(θ1)) =
1 + r

θ1 + r α
(
θ1 + F (θ1)

f(θ1)

)
Using V1(θ1) = V1(θ)−

∫ θ

θ1

α u(c1(x))dx and assuming n̄ > α

∫ θ

θ
x [ĉ1(x)]′ u′(ĉ1(x))dx, then

n̂1(θ1) = n̄− α

[
θ u(ĉ1(θ))− θ1 u(ĉ1(θ1))−

∫ θ

θ1

u(ĉ1(x))dx

]
> 0 ∀ θ1

and the result follows.
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