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Abstract: Both global and regional economic linkages have strengthened substantially 
over the past quarter century. We employ a dynamic factor model to analyze the 
implications of these changes for the evolution of global and regional business cycles. 
Our model allows us to assess the roles played by the global, regional, and country 
specific factors in explaining business cycles in a large sample of countries and regions 
over the period 1960-2010. We find that, since the mid-1980s, the importance of 
regional factors has increased markedly in explaining business cycles especially in 
regions that experienced a sharp growth in intra-regional trade and financial linkages. 
By contrast, the relative importance of the global factor has declined over the same 
period. In short, the recent era of globalization has witnessed the emergence of regional 
cycles. 
Keywords: Business cycles; Comovement; Synchronization; Trade linkages; Financial linkages. 
JEL Classifications: C11, C32, E32, F42, F41. 

  

                                                            
 Hirata: Faculty of Business Administration, Hosei University (h-hirata@hosei.ac.jp); Kose: Research 
Department, International Monetary Fund (akose@imf.org); Otrok: Department of Economics, University 
of Missouri-Columbia and Federal Reserve Bank of St Louis (otrokc@missouri.edu). The views 
expressed in this paper are those of the authors and do not necessarily represent views and policies of the 
IMF or Federal Reserve Bank of St Louis. 



1 

I. Introduction 
 
The inexorable forces of globalization and regionalization have reshaped the world economic 
landscape over the past quarter century. Global trade and financial flows have registered 
unprecedented growth during this period. Intra-regional economic linkages have also become 
much stronger with the proliferation of regional trade agreements and common currency areas.  
 
These developments have appeared to affect the evolution of global and regional business cycles 
in unexpected ways. For example, despite the presence of strong global trade and financial 
linkages, there was significant variation in growth performance across different regions during 
the 2008-2009 financial crisis. Specifically, some regions (e.g., Asia) exhibited surprising 
resilience during the worst of the financial crisis and rapidly returned to high growth whereas 
some others (e.g., North America and Europe) experienced deep and prolonged contractions.1 
 
These observations lead to a basic question: “Have regional elements become more important in 
driving business cycles in an era of globalization?” We answer this question using a dynamic 
factor model. Our model allows us to analyze the sources of fluctuations in output, consumption, 
and investment in a large sample of countries over a long period of time. Specifically, our sample 
includes 106 countries over the period 1960-2010 and covers seven geographical regions: North 
America, Europe, Oceania, Asia, Latin America and the Caribbean, Middle East and North 
Africa, and Sub-Saharan Africa. The model decomposes fluctuations in these variables into four 
factors: a global factor that captures the broad common elements in the fluctuations across 
countries; regional factors, which capture the common elements in the cyclical fluctuations in the 
countries in a particular region; country-specific factors, which capture factors common to all 
variables in a particular country; and residual (“idiosyncratic”) factors, which are associated with 
elements in the fluctuations of an individual variable that cannot be attributed to the other 
factors.  
 
Our results indicate that, since the mid-1980s, the importance of regional factors has increased 
markedly in explaining business cycles especially in regions that experienced a sharp growth in 
intra-regional trade and financial linkages. These patterns are particularly strong among the 
North American, European, Oceanian, and Asian regions. By contrast, the importance of the 
global factor has declined over the same period. Moreover, there has been no significant change 
in the degree of international synchronization of cycles as measured by the joint contribution of 
the global and region-specific factors to fluctuations during the past quarter century. These 
patterns are valid not only for output, but also for consumption and investment fluctuations. In 
short, the recent era of globalization has witnessed the emergence of regional cycles.  
 
There have been profound changes in the volume, direction, and nature of international trade and 
financial flows over the past quarter century (Kose and Prasad, 2010). These changes certainly 
have global dimensions, but at the same time they have also been driven by regional forces. First, 
while global trade flows have been growing at a much faster rate than world output, intra-

                                                            
1 A number of studies analyze the sources of variation in performance across different countries and 
regions during the global financial crisis (Blanchard, Faruqee, and Das, 2010; Lane and Milesi-Ferretti, 
2011; Rose and Spiegel, 2011).  
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regional trade flows have been playing an increasingly more prominent role in global trade. This 
reflects, in part, the process of economic unification in different regions and some emerging 
economies’ (e.g., China, India, and Korea) rapid growth during the past quarter century. In 
addition, intra-regional trade and financial linkages have further strengthened by the explosion in 
the number of regional trade agreements (from 5 in 1985 to 200 in 2011).2  
 
Second, intra-industry trade flows have contributed significantly to the unprecedented increase in 
global trade during the past two decades. These flows have grown rapidly in certain regions, 
including North America, Europe and Asia.3 International vertical specialization, which refers to 
the fragmentation of production processes into sequential chains in multiple countries, has been a 
major factor fuelling the substantial increase in global trade flows. This has led to a significant 
rise in the ratio of trade to value added in North America, Europe, Asia, and some parts of Latin 
America (Yi, 2003).  
 
Moreover, the volume of global financial flows has reached unprecedented levels since the mid-
1980s, overshadowing the increase in global trade over the same period. Intra-regional flows 
have also been on the rise for the past fifteen years, especially in Europe and Asia. Financial 
flows among advanced economies have still been the main driving force of the increase in 
international financial flows, but there has also been a significant rise in flows between regions 
with advanced countries and those with developing economies over the past twenty-five years 
(Lane and Milesi-Ferretti, 2007; Milesi-Ferretti, Strobbe, and Tamirisa, 2010). 
 
Neither economic theory nor empirical research provides definitive guidance concerning the 
impact of increased trade and financial linkages on the degree of synchronization of global and 
regional cycles. On the one hand, international trade and financial linkages generate both 
demand and supply-side spillovers across countries that can result in more highly correlated 
business cycles. On the other hand, if stronger trade and financial linkages are associated with 
increased specialization, they can lead to a decline in the degree of business cycle 
synchronization. While a number of empirical studies conclude that trade linkages have a 
positive effect, they report mixed findings on the impact of financial flows on the 
synchronization of business cycles. Although the quantitative importance of region-specific 
factors in explaining business cycles has been an area of intensive study, the results of this 
research program have been far from conclusive.  
 
In light of the mutually exclusive nature of globalization and regionalization, we turn to an 
empirical approach that has the potential to provide a comprehensive perspective on the 
evolution of global and regional business cycles. Our methodology builds on earlier work (Kose, 
Otrok, and Whiteman, 2003), but we consider a different question than the one we asked before 
and employ a much larger dataset with a substantially longer time span in this paper. The use of 
a large sample of countries allows us to draw a sharp contrast across different regions in terms of 
their exposure to external shocks. In addition, the relatively long time span of the data enables us 

                                                            
2 These numbers are based on the statistics from the WTO’s Regional Trade Agreements Gateway. For a 
detailed discussion of the evolution of preferential and regional trade agreements, see WTO (2011).  
3 Ando (2006), Athukorala and Yamashita (2006), Clark (2002), Fullerton, Sawyer, Sprinkle (2011) 
present evidence for the rapid growth of intra-industry trade in Asia, North America, and the Latin 
America and the Caribbean.  
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to consider distinct sub-periods and to analyze the changes in business cycles that have taken 
place during the recent wave of globalization (1985-2010) relative to the earlier period. These 
differences are essential to uncover our headline result on the emergence of regional cycles. 
 
Our model simultaneously captures contemporaneous spillovers of shocks as well as the dynamic 
propagation of business cycles in a flexible manner, without a priori restrictions on the directions 
of spillovers or the structure of the propagation mechanism. The dynamic factor model we 
employ can be seen as a reduced-form solution of a standard open economy Dynamic Stochastic 
General Equilibrium (DSGE) model in the sense that data generated from that model has an 
approximate representation as a dynamic factor model (Crucini, Kose, and Otrok, 2011). 
However, typical DSGE models face the curse of dimensionality that limits the number of 
shocks and driving variables that can be analyzed in these models. Our factor model provides a 
parsimonious representation of the data, allowing us to consider a large number of 
macroeconomic variables to study the evolution of global and regional business cycles. 
 
The estimated global, regional and country factors in our model reflect elements of commonality 
of fluctuations in different dimensions of the data. The importance of studying all of these factors 
in one model is that they obviate problems that could be caused by studying a subset of factors, 
which could lead to a mischaracterization of commonality. For instance, regional factors 
estimated in a smaller model may simply reflect global factors that are misidentified as being 
specific to a particular region. Moreover, by including different macroeconomic aggregates, we 
get better measures of the commonality of fluctuations in overall economic activity.4 
 
We present a brief survey of theoretical and empirical studies on the impact of integration on the 
degree of business cycle synchronization in Section II. Our empirical model and database are 
introduced in Section III. Section IV reports the results of estimations for the full sample. Section 
V discusses the evolution of global and regional cycles over time. Section VI summarizes the 
results of our sensitivity experiments. Section VII concludes. 
 
II. What Do We Know about the Evolution of Global and Regional Business Cycles?  
 
What are the possible implications of increasing trade and financial integration for the evolution 
of global and regional business cycles? This section provides a brief review of theoretical and 
empirical studies focusing on this question. We start with a summary of the basic predictions of 
theory with respect to the implications of integration on business cycle synchronization. Next, 
we discuss the results of empirical studies analyzing the linkages between integration and 
synchronization. We conclude with a short summary of the research program on the importance 
of global and regional factors in explaining business cycles. 

                                                            
4 We analyze global and regional business cycles based on a few key macroeconomic variables rather 
than focusing solely on output. Our approach of using multiple macroeconomic indicators rather than just 
GDP to characterize business cycles can be traced back to classical scholars of business cycles (Burns and 
Mitchell, 1946; Zarnowitz, 1992). The NBER also looks at a variety of indicators for determining turning 
points in U.S. business cycles, including real GDP, real income, employment, industrial production, and 
wholesale-retail sales. 
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Our brief review highlights the three major findings of this literature. First, theoretical studies are 
inconclusive about the effects of integration on the degree of synchronization of business cycles. 
Second, most empirical studies suggest that trade integration has a positive impact on 
synchronization, but the role of financial integration in driving business cycles is still an open 
question. Third, while there is an extensive literature about regional dimensions of business 
cycles, these studies fail to provide a clear conclusion with respect to the evolution of these 
cycles. Differences in country coverage, sample periods, aggregation methods used to create 
country groups, and econometric methods employed appear to lead to diverse conclusions about 
the temporal evolution of synchronization. Our review also shows that there has been no 
comprehensive study analyzing the evolution of global and regional cycles using a large sample 
of countries and regions over a long time period. 
 
Theoretical Implications. There is no consistent theoretical prediction across different models 
about how trade and financial integration should affect the degree of synchronization of business 
cycles. For example, international trade linkages generate both demand and supply-side 
spillovers across countries. Through these types of spillover effects, stronger trade linkages can 
result in more highly correlated business cycles. Increased intra-industry trade and vertical 
specialization could further amplify these spillover effects. 
 
However, both classical and “new” trade theories imply that increased trade linkages also lead to 
increased specialization. The impact of increased specialization on the degree of comovement 
depends on the nature of specialization (intra- vs. inter-industry) and the types of shocks 
(common vs. country-specific). If stronger trade linkages are associated with increased inter-
industry specialization across countries, then the impact of increased trade depends on the nature 
of shocks. If industry-specific shocks are more important in driving business cycles, then 
business cycle comovement is expected to decrease (Krugman, 1993). If common shocks are 
more dominant than industry-specific ones, then this would lead to a higher degree of 
comovement (Frankel and Rose, 1998).  
 
The impact of increased financial flows on the synchronization of business cycles is also 
ambiguous in theory. By generating large demand-side effects, financial linkages could result in 
a higher degree of synchronization of output fluctuations. Contagion effects that are transmitted 
through financial linkages could also result in heightened cross-country spillovers of 
macroeconomic fluctuations (Claessens and Forbes, 2001). 
 
However, international financial linkages could also stimulate specialization of production 
through the reallocation of capital in a manner consistent with countries’ comparative advantage 
in the production of different goods (Kalemli-Ozcan et al., 2003). Such specialization of 
production, which could result in more exposure to industry- or country-specific shocks, could 
lead to lower business cycle correlations. More generally, financial integration, by helping 
countries to diversify away country-specific risk associated with consumption fluctuations, 
should result in stronger comovement of consumption fluctuations across countries. The impact 
of financial integration also depends on the nature of financial flows: equity flows appear to 
reduce the degree of comovement while debt flows tend to increase it (Davis, 2011). 
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Empirical Results. A number of empirical studies find that trade linkages have a positive impact 
on the synchronization of business cycles suggesting that the traditional demand and supply 
spillovers dominate the effects of specialization associated with inter-industry trade flows 
(Frankel and Rose, 1998; Kose, and Yi, 2006). Trade intensity also has a larger effect on cross-
country business cycle correlations in countries with stronger intra-industry trade linkages and 
more similar sectoral structures (Imbs, 2004; Calderon, Chong, and Stein, 2007). Moreover, 
some studies document that regional trade agreements, such as NAFTA, tend to have a positive 
impact on comovement (Calderon, 2003; Bejan, 2011).  
 
Empirical studies report mixed findings on the impact of financial flows on the degree of 
business cycle comovement. For example, Imbs (2006) reports that financial integration leads to 
higher output and consumption correlations in advanced countries. This effect appears to be 
much smaller in the case of developing countries (Kose, Prasad and Terrones, 2003). Jansen and 
Stokman (2004) find that countries with stronger FDI linkages have more correlated business 
cycles in the second half of the 1990s whereas Kalemli-Ozcan, Papaioannou and Peydro (2011) 
report a strong negative effect of banking integration on the degree of output synchronization. 
 
Research has been unable to provide a concrete explanation about the evolution of comovement 
properties of the main macroeconomic aggregates over time in response to changes in the 
volume of trade and financial flows. Some of these studies find evidence of declining output 
correlations among industrial economies over the last three decades. For example, Heathcote and 
Perri (2004) document that the correlations of output, consumption, and investment between the 
United States and an aggregate of Europe, Canada, and Japan are lower in the period 1986-2000 
than in 1972-1985.5  
 
However, other studies document that business cycle linkages have become stronger over time. 
Kose, Otrok, and Whiteman (2008), for example, employ a dynamic factor model to analyze the 
evolution of comovement across the G-7 countries. They document that the common factor on 
average explains a larger fraction of output, consumption, and investment volatility in the 1986-
2003 period than that in 1960-1972. They interpret this result as an indication of increasing 
degree of business cycle synchronization in the age of globalization. Using a longer sample of 
annual data, Artis et. al. (2011) and Bordo and Helbling (2011) also document that the degree of 
synchronization across advanced countries has increased over time. 
 
Regional Business Cycles. The quantitative importance of region-specific factors in explaining 
the degree of business cycle synchronization has been an area of intensive study. Although this 
research program has utilized a variety of methodologies (cross-section and panel regressions, 
VAR, FAVAR and dynamics factor models), the results have been far from conclusive. We 
briefly survey a select set of studies focusing on different regions here. 
 

                                                            
5 In a related paper, Stock and Watson (2003) employ a factor-structural VAR model to analyze the 
importance of international factors in explaining business cycles in the G-7 countries since 1960. They 
conclude that comovement has fallen in the 1984-2002 period relative to 1960-1983 due to diminished 
importance of common shocks. Results by Doyle and Faust (2005) indicate that there is no significant 
change in the correlations between the growth rate of output in the United States and in other G-7 
countries over time.  
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Research on the existence of a common European business cycle has produced inconclusive 
results (De Haan, Inklaar, Jong-a-Pin, 2007). Bergman et al. (1998), Lumsdaine, and Prasad 
(2003) and Artis, Krolzig, and Toro (2004) analyze the implications of integration for the 
synchronization of business cycles in the advanced European countries and confirm the presence 
of a region specific cycle. However, Artis (2003), Canova, Ciccarelli, Ortega (2007), and 
Camacho, Perez-Quiros, and Saiz (2008) argue that the empirical evidence does not support a 
specific European cycle since the 1990s.6 
 
Some studies suggest that the rapid increase in intra-regional trade flows appears to be a major 
driving force of the high degree of synchronization of business cycles in various regions. For 
example, the North American Free Trade Agreement (NAFTA) has been associated with a 
substantial increase in the degree of business cycle synchronization between Canada, Mexico, 
and the United States (Bergman et al., 1998; Kose, Meredith, and Towe, 2005).7 Moneta, and 
Rüffer (2009) find evidence of increased synchronization in East Asia. With respect to other 
regions, Balcilara and Danjub (2010) and Hakura (2009) find regional factors play a minor role 
in MENA while Kose and Rebucci (2005) and Aiolfi, Catao, and Timmermann (2010) report the 
growing importance of the regional factors in explaining the degree of output comovement 
across Central American and Latin American countries, respectively. In related research, 
Tapsoba (2010) finds that intra-regional trade flows have led to enhanced business cycle 
comovement in Africa. 
 
Recent research also considers the importance of global and regional (or group) specific factors 
in explaining business cycles with the help of dynamic factor models involving multiple regions.8 
Kose, Otrok and Whiteman (2003) document that there is a significant global factor accounting 
for national business cycles, but regional factors appear to play smaller roles in a sample of 60 
countries and 7 regions over the period 1960-1990. Helbling et al. (2007) extend this study to 93 
countries with different regional configurations and analyze the 1960-2005 period. They 
document that the regional factors have become more important over time. Karagedikli and 
Thorsrud (2011) document that regional demand and supply shocks play important roles in 
explaining national business cycles using a FAVAR model. Mumtaz, Simonelli, and Surico 
(2011) use a dynamic factor model and report that while the importance of the global factor has 
declined, regional cycles have become more pronounced over time.  
                                                            
6 Bayoumi and Eichengreen (1993) estimate the roles played by supply and demand shocks in the EU and 
compare them with those of the US regions to examine the effects of integration on the synchronization of 
shocks. They report that only a group of EC countries share similar shocks.   
7 Some empirical studies report that increased volume of intra-regional trade flows, especially in the form 
of intra-industry trade, has been an important factor in explaining the degree of business cycle 
synchronization in certain regions (for North America, see Swiston and Bayoumi, 2008; for Asia, see 
Shin and Wang, 2003 and 2004; Shin and Sohn, 2006; Kumakura, 2006; Rana, 2008; and Cortinhas, 
2007; for Europe, see Bower and Guillemineau, 2006; and Shin and Wang, 2005). Some studies analyze 
the importance of the region specific supply factors in explaining the degree of synchronization of Asian 
business cycles (Bayoumi and Eichengreen (1994, 1997, 1999); Bayoumi, Eichengreen, and Mauro, 
2000; He and Liao, 2010). There also have been some studies focusing specifically on North-South 
business cycle linkages (Hoffmaister, Pradhan, and Samiei (1998), Kouparitsas (2001) and Akin and Kose 
(2008)). 
8 Di Mauro, Dees and Mc Kibbin (2008) present a summary of different types of factors affecting global 
and regional linkages. 
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There has been a recent debate on the ability of emerging market economies, especially 
emerging countries in the Asia-Pacific region, to decouple from a potential slowdown in 
advanced countries (Helbling et al., 2007). Kose, Otrok and Prasad (2012) find that there has 
been some convergence of business cycle fluctuations among the group of advanced economies 
and among the group of emerging market economies while there has been a concomitant decline 
in the relative importance of the global factor. They argue that these results partly suggest that 
there has indeed been a decoupling of business cycles between the advanced and emerging 
market economies.9  
 
III. Database and Methodology 
 
We introduce the dataset and econometric methodology we employ in this section. Our dataset 
covers a large number of countries and regions in order to truly account for the evolution of 
global and regional business cycles. We use a dynamic factor model to be able to capture various 
sources (global, regional and national) of business cycle fluctuations and explain the evolution of 
dynamic interactions across different macroeconomic variables in the context of a large dataset.  
 
III.1. Database 
 
Our database includes 106 countries partitioned into seven regions: North America (NA), 
Europe, Oceania, Asia, Latin America and the Caribbean (LAC), Middle East and North Africa 
(MENA), and Sub-Saharan Africa (SSA). The groupings of countries by region are especially 
useful to identify a “regional factor” given countries that are geographically close to each other 
are likely to be affected by similar types of (region-specific) shocks.  
 
The primary source of our data series is the World Bank’s World Development Indicators. The 
database comprises annual data over the period 1960–2010. Real GDP, real private consumption, 
and real fixed investment correspond to the measures of national output, consumption, and 
investment, respectively. Using multiple macroeconomic aggregates, rather than just output, 
allows us to derive more robust measures of global, regional and national business cycles. All 
variables are measured at constant national prices. We compute the growth rates and remove the 
mean from each series. Appendix I shows the distribution of countries across seven regions. 
 
In order to examine how global and regional cycles have evolved over time, we divide our 
sample into two distinct periods—the pre-globalization period (1960-1984) and the globalization 
period (1985-2010). In addition to having roughly equal number of observations in each sub-
period, there are three reasons for this demarcation. First, global trade and financial flows have 
increased markedly since the mid-1980s.10 In addition, regional economic linkages have become 

                                                            
9 Although there are many other studies analyzing the decoupling potential of emerging economies using 
various methodologies, their results have not been conclusive so far (He, Cheung and Chang, 2007; Asian 
Development Bank, 2007; and Fidrmuc and Korhonen, 2010). 
10 As countries have intensified their efforts to liberalize external trade and financial account regimes, 
there has been a dramatic increase in global trade and financial flows, both in absolute terms and relative 
to world income, during the globalization period (Kose and Prasad, 2010; Milesi-Ferretti, Strobbe, and 
Tamirisa, 2010).  
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much stronger during the second period as evidenced by the rapid increase in regional trade 
agreements as discussed earlier. 
 
Second, after a period of stable growth during the 1960s, the first period witnessed a set of 
common shocks associated with large fluctuations in the price of oil in the 1970s and 
synchronized contractionary monetary policies in the major industrial economies in the early 
1980s. This demarcation is essential for differentiating the impact of these common shocks from 
that of globalization on the degree of business cycle comovement. Third, the beginning of the 
globalization period coincides with a structural decline in the volatility of business cycles in both 
advanced and developing countries until the financial crisis of 2008-09.11  
 
III.2. Econometric Model 
 
We employ a dynamic factor model to study the evolution of global and regional business cycles 
over time. Dynamic factor models have recently become a popular econometric tool for 
quantifying the degree of comovement among macroeconomic time series as some new 
estimation methods have been developed to perform factor analysis in large datasets.12  The 
motivation underlying these models is that the covariance or comovement between (observable) 
macroeconomic time series across countries is the result of a relationship between these variables 
and a small number of unobservable common factors, which can be thought of as the main forces 
driving economic activity. These factors can capture common fluctuations across the entire 
dataset (i.e., the world) or across subsets of the data (i.e., regions).13 Dynamic factor models are 
particularly useful for characterizing the degree and evolution of synchronization in various 
dimensions without making strong identifying assumptions to disentangle different types of 
common shocks. 
 
In addition, factor models have the advantage that they are motivated by DSGE models, as was 
first noted by Sargent (1989) for a general equilibrium model. Recent research on international 
business cycles shows that one can view the dynamic factor model we employ as a reduced-form 
solution of a standard open-economy DSGE model as the data generated from that model has a 
representation of a dynamic factor model (Crucini, Kose and Otrok, 2011). The typical DSGE 
model suffers from the curse of dimensionality, limiting the number of shocks and number of 
driving variables that can be analyzed using such models. The advantages of the dynamic factor 
model employed here are that it is parsimonious and allows one to consider larger, more 
interesting datasets than if one was estimating a multi-country DSGE model. 
 

                                                            
11 For a detailed discussion of this demarcation, see Kose, Otrok and Prasad (2012). McConnell and 
Perez-Quiros (2000) and Stock and Watson (2005) present evidence for the Great Moderation. We 
provide a set of sensitivity experiments to check the robustness of our main results to changes in this 
demarcation.  
12 For explanations of these estimation approaches, see Stock and Watson (2002), Forni et al. (2000), and 
Otrok and Whiteman (1998). 
13 We do not interpret the factors as representing specific types of shocks such as technology—instead, we 
view them as capturing the effects of many types of common shocks, including technology, monetary and 
fiscal policies, world interest rate, and terms-of-trade shocks etc.  
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Our dynamic factor model features: (i) a global factor common to all variables (and all countries) 
in the system; (ii) a factor common to each region; (iii) a country factor common to all variables 
in each country; and (iv) an idiosyncratic component for each series of each country. Since our 
primary interest is in comovement across all variables in all countries (or regions), we do not 
include separate factors for each of the macroeconomic aggregates (including factors in yet 
another dimension would also make the model intractable for the large number of countries we 
study). The dynamic relationships in the model are captured by modeling each factor and 
idiosyncratic component as an autoregressive process.  
 
Specifically, let k,j,i

tY denote the growth rate of the ith observable variable in the jth country of 

region k. We have three variables (output, consumption and investment) per country (indexed by 
i), seven regions (indexed by k), and 106 countries (indexed by j). The model can then be written 
as: 
 
(1)  i,j,k i,j,k global i,j,k region k i,j,k country j i,j,k

t global t region k t country j t tY  = β f +β f +β f +ε , 

(2)  m
t

m
1t

mm
t f)L(f    for m = 1,…, (1+ K + J), 

(3)  k,j,i
t

k,j,i
1t

k,j,ik,j,i
t )L(    

 
where i,j,k(L) and m(L) are lag polynomial operators, t

i,j,k are distributed N(0, 2
k,j,i ), t

m are 

distributed N(0, 2
m ), and the innovation terms t

m and t
i,j,k are mutually orthogonal across all 

equations and variables in the system. The  parameters are called factor loadings and capture 
the sensitivity of each observable variable to the latent factors (denoted by ft

m; we have a total of 
114 factors (1 global factor + 7 regional factors + 106 country factors) indexed by m). For each 
variable, the estimated factor loadings quantify the extent to which that variable moves with the 
global factor, the regional factor, and the country-specific factor, respectively. The lag 
polynomials can in principle be of different order; however, for simplicity and parsimony, we 
restrict them to be AR(3) for each factor and idiosyncratic term. Since we are using annual data, 
this should capture most spillovers, either contemporaneous or lagged, across variables and 
countries. 
 
The model is estimated using Bayesian techniques as described in Kose, Otrok and Whiteman 
(2003, 2012) and Otrok and Whiteman (1998). There are two related identification problems in 
the estimation of the model given by equations (1)-(3): neither the signs nor the scales of the 
factors and the factor loadings are separately identified. We identify the signs by requiring one of 
the factor loadings to be positive for each of the factors. In particular, we impose the conditions 
that the factor loading for the global factor is positive for U.S. output; that country factors have 
positive factor loadings for the output of each country; and factors for each region have positive 
loadings for the output of the first country listed in each region in Appendix I.14 Following 

                                                            
14 The sign restriction is simply a normalization that allows us to interpret the factors in an intuitive way. 
For instance, we normalize the factor loading for the U.S. output growth on the global factor to be 



10 

Sargent and Sims (1977) and Stock and Watson (1989), we identify the scales by assuming that 
each 2

m  equals a constant. The constant is chosen based on the scale of the data, so that the 
innovation variance is equal to the average innovation variance of a set of univariate 
autoregressions on each time series. The results are not sensitive to this normalization.15 
 
There is a rich literature on large dynamic factor models that is closely related to our work (e.g., 
Forni, Hallin, Lippi and Reichlin, 2000; Stock and Watson, 2002; Doz, Giannone and Reichlin, 
2008). Our approach is related to this literature, but a virtue of our methodology is that we can 
easily employ a factor structure where there are simultaneously estimated factors using large and 
small cross-sections of the data without relying on asymptotics. In our parametric approach, we 
can estimate factors for small cross-sections of the data (e.g., individual countries) conditional on 
larger cross-sections (i.e., global and regional factors). 
 
III.2. Variance Decompositions 
 
To measure the importance of each factor for explaining the volatility of macroeconomic 
aggregates, variance decompositions are calculated. The formula for the variance decomposition 
is derived by applying the variance operator to each equation in the system. This provides an 
empirical assessment of how much of a country’s business cycle fluctuations are associated with 
global fluctuations or fluctuations among countries in each region. We estimate the share of the 
variance of each macroeconomic variable attributable to each of the three factors and the 
idiosyncratic component. With orthogonal factors, the variance of the growth rate of the 
observable quantity i,j,k

tY  can be written as follows: 

 
(4)      i,j,k i,j,k 2 global i,j,k 2 region k i,j,k 2 country j i,j,k

t global t region k t country j t tvar(Y ) (β ) var(f ) (β ) var(f ) (β ) var(f ) var(ε )     

 
Then, the fraction of volatility due to, say, the regional factor k would be: 
 

(5) 
i,j,k 2 region k
region k t

i,j,k
t

(β ) var(f )

var(Y )
 

 
These measures are calculated at each pass of the Markov chain; dispersion in their posterior 
distributions reflects uncertainty regarding their magnitudes. 
 

                                                                                                                                                                                                
positive. This implies that the global factor falls in 1974, 1981, 1992, and 2009 consistent with the fact 
that the United States and most other countries experienced recessions in those years. 
15 The procedure draws the regional factor conditional on the global factor, and then the country factor 
conditional on the global and regional factors. This assumes an orthogonality between the global and 
regional factor innovations. The model assumes that the country factor innovations are orthogonal to each 
other. Even though the factors are uncorrelated, samples taken at each pass of the Markov chain will not 
be, purely because of sampling errors. To ensure adding up, we orthogonalized the sampled factors, 
ordering the global factor first, the regional factor second, and the country factor third. Our simulations 
suggest that the order of orthogonalization has little impact on the results. In particular, all of the results 
remain qualitatively similar under alternative orderings, and the quantitative differences are small. 
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IV. How Important Are Regional Cycles (1960-2010)?  
 
Before analyzing the evolution of global and regional business cycles over time, we first 
consider the sources of business cycle fluctuations over the full sample period. As a summary 
measure of the importance of the factors, we present the average variance shares (within the 
relevant regions of countries) attributable to each factor for the world and seven regions defined 
earlier. We do not report standard errors for these cross-country averages, but will do so later 
when we look at individual country results.16 As we discussed in Section II, most of the literature 
on regional business cycles have studied output as the main indicator of cyclical activity. We 
also consider the sources of cycles in consumption and investment. 
 
We briefly summarize the major results from the analysis of variance decompositions for the 
period 1960-2010. First, the global factor plays an important role in explaining business cycles 
implying that there exists a world business cycle. Second, regional factors are also significant 
drivers of business cycles. The regional factor on average accounts for a slightly larger share of 
variance of output and investment than does the global factor. Regional cycles tend to be more 
pronounced especially in regions with relatively stronger intra-regional trade and financial 
linkages. As discussed in the next section, this result is mainly driven by the emergence of the 
regional cycles in the second sub-period (1985-2010). Third, the average degree of 
synchronization of business cycles in individual countries with the rest of the world, measured 
by the sum of the variance shares explained by the global and regional factors, is quite high. In 
addition, a larger fraction of output variation is captured by the global and regional factors than 
that of consumption variation implying that there are still unexploited global and regional risk-
sharing opportunities.  
 
IV.1. Global and Regional Cycles 
 
How important is the global business cycle? As Table 1 shows, the global factor explains a 
significant fraction of business cycle fluctuations in all three macroeconomic variables over the 
period 1960-2010, implying that there is indeed a sizeable world business cycle. The global 
factor on average accounts for 10 percent of output growth variation among all countries in the 
sample. It also explains roughly 9 percent and 5 percent of the volatility of growth rates of 
consumption and investment, respectively. Although the variance shares attributed to the global 
factor appear to be small at first sight, it is important to remember that the global (common) 
factor across the three macroeconomic aggregates is for a very large and diverse set of countries.  
 
The global factor tends to be important in each region, but on average it plays a more dominant 
role in explaining business cycles in advanced country regions (North America and Europe) with 
stronger intra-regional trade and financial linkages than those regions with emerging market and 
developing economies (Asia, LAC, SSA, and MENA). The global factor on average explains 
about 17 (27) percent of output fluctuations in North America (Europe). In contrast, in the latter 
group of regions, the global factor explains between 5 percent (in SSA) to 9 percent (in Asia) of 
output fluctuations. The global factor is also associated with a substantial share of the variance in 
                                                            
16 We also calculated the median (rather than mean) variance shares attributable to each factor for the full 
sample and each region. As these lead to qualitatively similar conclusions, we only report results using 
means. 
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consumption and investment growth among regions of advanced countries, accounting on 
average for about 25 percent and 12 percent of the total variance of these variables, respectively. 
These shares are also much larger than the corresponding numbers for other regions. 
 
How important are regional cycles? The results indicate that the regional factor on average plays 
a slightly more important role than the global factor in explaining output fluctuations. Table 1 
shows that the regional factor accounts for about 13 percent of output growth fluctuations in the 
full sample. The fraction of output variance explained by the regional factor is larger than that of 
the global factor in three of the seven regions. The regional factor, like the global factor, tends to 
be more important for advanced country regions. On average, it accounts for about 34 percent 
and 22 percent of output growth fluctuations in North America and Europe, respectively. While 
the regional factor explains a relatively smaller share of variance of output for Oceania, SSA and 
MENA, it explains a significant part of variation for Asia and LAC.  
 
The regional factor also appears to be a major driver of business cycles in consumption and 
investment. While it accounts for only a slightly small share of consumption variation than does 
the global factor, its contribution to investment volatility is two times larger than that of the 
global factor. In six out of the seven regions, the regional factor is more important than the 
global one in explaining the volatility of consumption and investment.  
 
We also examine the overall synchronization of global business cycles by using the sum of the 
variance contributions of the global and regional factors. The rankings of different regions 
remain much the same, although the magnitudes are of course larger. Among North America and 
Europe, the total contribution of these two factors averages between 48 and 50 percent for 
output, 34 and 45 percent for consumption, and 35 and 40 percent for investment. For other 
regions, the average for output variance is between 7 percent (for SSA) and 30 percent (for 
Asia).  
 
Our results also indicate that the factor loadings associated with output and consumption growth 
on the global factor are positive for 70 percent and 83 percent of countries, respectively (i.e., the 
posterior distributions of the factor loadings have very little mass in symmetric intervals about 
zero). These findings imply that positive developments in the U.S. economy are generally 
associated with higher growth in the rest of the world since the global factor is identified by a 
positive factor loading for U.S. output growth.  
 
IV.2. Country Specific Cycles 
 
We next turn our attention to the roles played by country and idiosyncratic factors in explaining 
business cycles. Both of these play important roles in driving business cycles around the world 
(Table 1). The country factor is on average more important in explaining output variation than is 
the idiosyncratic factor (41 percent vs. 34 percent), but the reverse is true for fluctuations in 
consumption (34 percent vs. 48 percent) and investment (27 percent vs. 56 percent). Given that 
consumption and investment series tend to have larger measurement problems than those of 
output, it is normal that fluctuations in consumption and investment exhibit larger idiosyncratic 
components.  
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With respect to different regions, the results indicate that as countries get more exposed to global 
trade and financial flows and establish stronger intra-regional economic linkages, the global and 
region-specific factors increasingly become more relevant in explaining national business cycles 
at the expense of the country and idiosyncratic factors. For example, country and idiosyncratic 
factors together explain about 50 percent of output variation in North America and Europe, but 
their share is on average more than 80 percent in five other regions. 
 
How different are the factors explaining fluctuations in output and consumption? The total 
contribution of the global and regional factors is greater for output than for consumption for the 
sample as a whole and also for each region. Indeed, Figure 1 shows that this is true even when 
we look at the global and regional factors by themselves. This implies that, on average, country-
specific and idiosyncratic factors play a more important role in explaining consumption 
fluctuations than in the case for output fluctuations. This result is very similar to a well-known 
stylized fact in the literature that, contrary to the predictions of conventional theoretical models 
of international business cycles, output is more highly correlated across countries than 
consumption (Backus, Kehoe, and Kydland (1995) refer to this as the “quantity anomaly”). 
  
As one would expect, the contribution of the idiosyncratic factor in regions populated with 
relatively less developed countries is greater than that of any other factor. This is true for all 
variables, but especially so for investment, where on average the idiosyncratic factor accounts 
for 79 percent of fluctuations in SSA and 57 percent of fluctuations in MENA. This result 
implies that investment fluctuations in these regions do not appear to be influenced much by 
either national or global business cycles. 
 
IV.3. Global, Regional, and Country Factors 
 
We also study the temporal evolution of the global, regional and country factors. These factors 
are able to capture the main cyclical episodes of the past fifty years. For example, the estimated 
global factor closely matches the major peaks and troughs observed in the global business cycle, 
including the recessions in 1974-75, the early 1980s, the early 1990s, the slowdown in the early 
2000s, and the recent global recession. Moreover, there is considerable overlap in the evolution 
of the global factor and U.S. growth, especially during U.S. recessions.  
 
Regional factors also reflect some of the major region specific episodes. For example, the Asian 
regional factor captures the Asian financial crisis, the LAC factor is consistent with the debt 
crisis of the early 1980s, and the North American and European factors exhibit the sharp 
contraction associated with the global financial crisis of 2008-2009. We also examine 
relationships among the global factor, regional factors, country factors, and output in some select 
countries. These factors play different roles at different points in time and around the globe. In 
some episodes, the country factor is more strongly reflective of domestic economic activity, 
while in others the domestic growth appears to be influenced by movements in the global and/or 
regional factors. 
 
Do global business cycles exhibit more persistent behavior than do the regional and national 
cycles? In order to measure persistence of cycles, we calculate the first-order autocorrelation of 
each factor. The global factor has large and positive autocorrelation (0.60), and compared to the 
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autocorrelations of the regional factors and most of the country factors, it is much more 
persistent. The average persistence is about 0.20 for regional factors while it is around 0.10 for 
country factors. These results suggest that the global factor accounts for most of the persistent (or 
low frequency) comovement across countries whereas the global and regional factors appear to 
be responsible for the higher frequency comovement. 17 
 
V. Business Cycles: Regionalization or Globalization? (1960–84 and 1985–2010) 
 
We have briefly documented in our introduction that there has been a dramatic increase in global 
trade and financial flows over the past twenty-five years. This period has also witnessed a rapid 
growth of intra-regional trade and financial linkages in some regions. In light of these 
observations, it is natural to study the evolution of the roles played by the global and regional 
factors in explaining business cycles over time. We estimate our dynamic factor model over two 
periods, 1960–84 and 1985–2010, for this purpose. As we have already discussed in Section II, 
there are a number of good reasons justifying the selection of these two sub-periods.  
 
By estimating the model over two sub-periods, we allow the model parameters, such as the factor 
loadings and those that determine the structure of propagation of shocks, to vary across time. 
This naturally yields a different variance decomposition for each sub-period. It is important to 
note that the estimate of the global factor itself is similar whether it is estimated over the full 
sample or over sub-samples. This is not surprising as the index of common activity in a period 
should not be affected by data many periods away (Stock and Watson, 2009). 
 
In this section, we first analyze the evolution of the importance of various factors in explaining 
output variation over time. Next, we consider how the global and regional cycles in consumption 
and investment have evolved over time. Before delving into the details, we briefly summarize the 
major results of this section. First, the results suggest that the global factor on average has played 
a significant role during the full sample, but its role has become less important in the second 
period. Second, regional factors have become more influential in explaining business cycles over 
time. These factors account for a much larger variation of business cycle volatility especially in 
regions where intra-regional trade and financial linkages have increased substantially during the 
second sub-period. Our findings indicate that while both global and regional factors are 
significant drivers of business cycles, regional factors increasingly play a more important role. 
 
V.1. Evolution of Global and Regional Cycles 
 
Tables 2-3 show the variance decompositions based on models estimated separately for the pre-
globalization (1960-1984) and globalization (1985-2010) periods, respectively. A number of 
commentators argue that because of the forces of globalization, national business cycles should 
have become more synchronized over time. Contrary to these popular arguments, the average 
contribution of the global factor to output fluctuations registers a sizeable decline in the second 
sub-period, from 13 percent to 9 percent for the full sample of countries. The same pattern holds 
for consumption fluctuations while the importance of the global factor registers a slight increase 
in fluctuations in investment (Figure 2).  
                                                            
17 We do not present the factors and results with respect to their persistence here. They are available from 
the authors upon request.  



15 

These patterns also hold up and are in fact stronger in most cases when we evaluate the variance 
decompositions of output fluctuations for different regions (Figure 2). The global factor appears 
to play a smaller role in explaining business cycles in the second sub-period in all regions except 
North America and Oceania. The share of the variance of output due to the global factor 
increases from 22 (12) percent to 30 (21) percent in North America (Ocenia) in the second 
period.  
 
In contrast, the regional factor has on average played an increasingly more dominant role in 
explaining business cycles over time (Tables 2-3 and Figure 3). For example, the average share 
of the variance of output attributed to the regional factor has risen from 11 percent to 19 percent 
during the second period. These patterns are particularly strong among the following regions: 
North America, Europe, Oceania, and Asia regions. In particular, in the second sub-period, the 
regional factor has accounted for roughly one-third of output fluctuations in North America and 
Asia, and 40 percent in Europe, 20 percent in Oceania. In a similar fashion, the regional factor 
for SSA and MENA has played a more important role in the second period, but the increase in 
the variance share of output attributed to the regional factor is much smaller in these regions. In 
LAC, the importance of the regional factor does not change much over the two sub-periods.  
 
How can we explain these results? It is useful to answer this question in two steps. First, the 
decline in the importance of the global factor supports the interpretation that the strong business 
cycle synchronization observed during the 1970s and early 1980s reflected large common 
disturbances—the two oil price shocks—and the effects of correlated disturbances in the major 
advanced countries, notably the disinflationary monetary policy stance in the early 1980s. 
Although the latest financial crisis can also be seen as a massive global shock, its full impact on 
our variance decompositions has probably yet to be fully realized (as we have only three years of 
observations associated with the crisis).18 Moreover, as we indicated in our introduction, there 
was substantial variation in the performance of different regions during the latest crisis. These 
developments have collectively led to an overall decline in the importance of the global factor in 
explaining business cycles during the globalization period.  
 
Second, there has been on average an increase in the importance of regional factors. In particular, 
regional linkages have become much more significant in regions where intra-regional trade and 
financial flows have increased substantially after the mid-1980s (North America, Europe, 
Oceania, and Asia). These regions have undertaken substantial steps to strengthen regional 
economic linkages during the second sub-period. For example, intra-regional trade and financial 
linkages have registered significant growth over the past quarter century in the North American 
region where the process of economic integration started in the mid-1980s and culminated with 
the ratification of the NAFTA in 1994.19 During the past decade, intra-regional trade flows 

                                                            
18 To examine the implications of the post-crisis period on our findings, we extend our sample to 2015 
using forecasted series in Section VI.3, but our headline results do not change.  
19 Mexico and the United States undertook trade negotiations on specific sectors and reached framework 
agreements in 1985, 1987, and 1989. Mexico and Canada started discussions toward closer bilateral trade 
relations in 1990. Canada and the United States began negotiations for a free trade area in 1986 and 
launched the Canada-U.S. Free Trade Agreement (CUSFTA) in 1989 (Kose, Meredith, and Towe, 2005; 
Lederman, Maloney, and Servén, 2005).  
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accounted for nearly 55 percent of total trade while intra-regional financial assets were about 20 
percent of total assets in the North American region. 20  
 
One of the greatest regional integration projects of history took place in Europe with the eventual 
establishment of the European Union and creation of euro area. Intra-regional trade flows have 
constituted roughly 75 percent of total trade in Europe during the past decade. Intra-regional 
asset holdings went up from 55 percent to roughly 75 percent of total assets in Europe over the 
same period.  
 
Regional integration in Asia has been mainly driven by the ASEAN (Association of South East 
Asian Nations) and complemented by a number of bilateral regional arrangements (Plummer, 
2005). The region has seen a rapid increase in intra-regional trade and financial flows especially 
over the past decade. The share of intra-regional trade flows was around 55 percent over the past 
decade while intra-regional asset holdings increased to more than 5 percent of total assets. In the 
case of Oceania, the Australia-New Zealand Closer Economic Relations Agreement in 1983 
marked the beginning of a period of rapid growth in intra-regional trade and financial linkages 
(Gonuguntla, 2010).21  
 
The nature of trade has also changed in these four regions over time. One of the major driving 
forces of the rapid growth in regional trade flows has been the acceleration of intra-industry 
trade. The surge in intra-industry trade linkages has been associated with vertical specialization 
of trade (Yi, 2003; De Backer and Yamano, 2007) which is associated with a higher degree of 
business cycle synchronization (di Giovanni and Levchenko, 2010; Ng, 2010). Moreover, during 
the second sub-period, countries in these regions have increased the pace of diversification of 
their industrial (and trade) bases. This has been accompanied by a greater degree of sectoral 
similarity across countries within regions further contributing to the increase in the degree of 
business cycle synchronization (Imbs, 2004; Kose and Prasad, 2010).  
 
The evolution of global and regional cycles is of course affected by various types of shocks, in 
addition to increased trade and financial integration. For example, common shocks, such as 
abrupt, unexpected changes in commodity prices or sharp fluctuations in asset prices in the major 
financial centers, can lead to a higher degree of synchronization of global or regional business 
cycles. Both the global and regional cycles can also be affected by cross-border spillovers of 
disturbances originating in a large economy. Moreover, global and regional business cycles can 
emerge simply because of correlated shocks, such as shocks associated with the implementation 
of similar policies. It is easy to see how these types of shocks have been influential in some of 
the regions that have experienced more pronounced regional cycles. For example, while the 
implementation of similar policies has contributed greatly to the convergence of national cycles 
in Europe over the period 1985-2010, cross-border spillovers originating in the United States and 
China have probably been important in explaining regional cycles in North America and Asia, 
respectively.  

                                                            
20 Statistics for intra-regional financial assets are based on the IMF’s Coordinated Portfolio Investment 
Survey.  
21 See Devereux et al., (2011) and Waysand, Ross, de Guzman (2010) for the evolution of financial 
integration in Asia and Europe, respectively. See Petri, Plummer, and Zhai (2011) and Arribas, Pérez, and 
Tortosa-Ausina (2011) analyze the growth of trade linkages in Asia and Europe, respectively.  
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Not surprisingly, the importance of regional factors in explaining business cycles in less 
developed regions, such as SSA and MENA, which are also the regions relatively less exposed to 
the forces of globalization, has registered only a slight increase between the two periods. In 
LAC, the importance of the regional factor does not change much over the two sub-periods. This 
could reflect the region specific developments, such as the buildup in external debt, the 
subsequent debt crises in the early 1980s, and regional contagion following the financial crisis of 
the 1990s and early 2000s.  
 
The total contribution of global and regional factors together to output fluctuations has, on 
average, has recorded a small increase from 24 percent in the first sub-period to 29 percent in the 
second sub-period (Figure 4). This is of course the consequence of a substantial increase in the 
relative importance of the regional factor. Since the total contribution of global and regional 
factors is a measure of the extent of co-movement across national business cycles, these results 
show that while there is some evidence implying that business cycles have become more 
synchronized over time, the increase in the change of variance explained by the global and 
regional factors is relatively small. However, as we present in Section VI, this small increase is 
entirely driven by the period of highly synchronized cyclical activity due to the global financial 
crisis of 2008-2009.  
 
How do our findings compare with the results in the literature? Most of the earlier studies have 
typically focused on just output or industrial production fluctuations and limited their analysis to 
specific regions. However, as we briefly discuss in Section II, these studies often report 
conflicting results. For example, some recent papers document that there is a distinct European 
business cycle while others argue the opposite (De Haan, Inklaar, Jong-a-Pin, 2007).22 Other 
studies find regional cycles specific to East Asia and North America. Some of these studies 
resort to simple correlations (over much shorter time-periods and smaller samples than ours here) 
and report that business cycles within certain regions have become more correlated over time. 
 
Most of the studies are unable to properly account for the extent of regional business cycle 
comovement since they mostly rely on bilateral correlations, which are fraught with a number of 
problems. For example, deriving summary correlation measures from large datasets requires one 
to take averages across the estimated correlations, a procedure that can mask the presence of 
comovement across a subset of the data. One way to reduce the number of bivariate correlations 
is to specify a country or weighted aggregate to serve as the reference against which other 
countries’ correlations are computed. However, changes in the reference country/aggregate often 
lead to significantly different results. Such weighting schemes also inevitably give rise to 
questions about the weights and concerns that a large county may dominate the global/regional 
business cycle by virtue of its size when, in fact, that country may be disengaged from other 
countries. Moreover, static correlations cannot capture the dynamic properties of the data, such 
as autocorrelations and cross-autocorrelations across variables. 
 

                                                            
22 de Haan, Inklaar, and Jong-A-Pin (2007) present a survey of the rich literature on business cycle 
synchronization in the euro area. They argue that this literature has been unable to produce conclusive 
results on the convergence of cycles in the euro area because of differences in data series and 
methodologies employed.  
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Factor models obviate these problems. They do not require one to average across variables or 
define a “numeraire” country. Instead, they identify the common component and, at the same 
time, detect how each country responds to that component. More importantly, factor models are 
flexible enough that multiple factors can be specified in a parsimonious way to capture the extent 
of synchronicity across the entire dataset as well as the synchronicity specific to subsets of the 
data, such as regions. Furthermore, since the factors are extracted simultaneously, we can assign 
a degree of relative importance to each type of factor.  
 
Our findings are consistent with the results reported by studies that employ dynamic factor 
models. For example, Karagedikli and Thorsrud (2011) and Mumtaz, Simonelli, and Surico 
(2011) also report that regional business cycles have become more pronounced over time. We 
focus on a much larger dataset than these studies do.23 Our large dataset, which allows us to 
consider the synchronization of cycles in many regions, our long sample, which covers a 
substantial period of the recent era of globalization, and our demarcation of the pre-globalization 
and globalization periods are essential in enabling us to identify the emergence of regional cycles 
during the second sub-period.24  
 
V.2. Synchronization of Cycles in Consumption and Investment 
 
We next assess the evolution of variance shares attributable to different factors in explaining 
consumption and investment fluctuations. For the world as a whole, the increase in the variance 
contribution of regional factors to consumption fluctuations is on average about 6 percentage 
points (from 8 percent to 14 percent), but the joint share of the global and region-specific factors 
has not changed much (Tables 2-3). For the North American, European, Oceanian, and Asian 
regions, the two common factors jointly account for a substantially higher share of consumption 
fluctuations in the second sub-period whereas, for SSA and LAC, the share of these factors has 
on average declined over time. The share of consumption variation due to the country and 
idiosyncratic factors is much smaller in North America, Europe and Oceania than those of others. 
In particular, the average variance of consumption explained by these two factors is about 54 
percent in these three regions, but it is 83 percent in the other four regions. 
 

                                                            
23 Karagedikli and Thorsrud (2011) employ a FAVAR model to analyze the evolution of activity (GDP 
and IP) and price (CPI and PPI) factors over time. They use the quarterly data of 31 countries covering 4 
regions (Asia, Europe, North and South America) over the period 1990:1-2009:4. They document that 
regional demand and supply shocks play important roles in explaining national business cycles. Mumtaz, 
Simonelli, and Surico (2011) analyze the evolution of global and regional cycles in GDP and inflation for 
35 counties in 5 regions (Asia, Europe, Oceania, North and South America) over the period from the mid 
1800s to 2007 using a dynamic factor model. They find that while the importance of the global factor has 
declined, regional cycles have become more pronounced in all regions except North America during the 
period 1985-2007. 
24 Although our findings on the surface appear to be different from those of Kose, Otrok, and Whiteman 
(2003), they are indeed consistent. The new study provides a nuanced view about the existence (and 
emergence) of regional cycles. The differences between our findings and theirs are primarily driven by 
the differences in the selection of regional groupings, the number of countries in the sample, and most 
importantly the time period covered. The regional cycles have become more important in the 1985-2010 
period most of which was not included in the sample in Kose, Otrok, and Whiteman (2003) which ends in 
1990. 
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These findings indicate that the three regions populated mostly by advanced countries have been 
able to use international financial markets relatively more effectively to share national 
consumption risk. In addition to their relatively more advanced levels of financial development, 
these regions are more exposed to global trade and financial linkages in the second sub-period. 
These results are confirmed by some recent studies as well (Sorensen, Wu, and Zhu, 2007; Kose, 
Prasad and Terrones, 2009). On the other hand, regions with relatively less developed domestic 
financial markets and with less exposure to cross-border linkages are probably at earlier stages of 
utilizing this benefit of globalization as their consumption fluctuations are still closely tied to 
national cycles.  
 
The share of investment variance attributable to the global and regional factors increases for the 
world and for all the regions in the second sub-period. The variance of investment growth due to 
the global and regional factors rises from 16 percent in the first sub-period to 24 percent in the 
second sub-period for the full sample. These two factors on average account for 51 percent of 
investment variation in North America, Europe and Oceania and 16 percent in the other four 
regions in the second sub-period. One interpretation of this finding is that fluctuations in 
investment have been becoming more synchronized over time, especially in regions with more 
pronounced global and intra-regional linkages.  
 
However, these findings imply different outcomes than those offered by the predictions of 
standard international business cycle models. The basic theory implies that stronger trade and 
financial linkages translate into lower investment correlations across countries. Specifically, 
when restrictions on capital and current account transactions are relaxed in these models, capital 
and other resources rapidly move to countries with more favorable technology shocks because of 
the standard “resource shifting” effect in standard business cycle models (see Backus et al., 
1995; Ravn and Mazzenga, 2004; and Heathcote and Perri, 2002).25  
 
The results with respect to the synchronization of consumption and investment fluctuations 
suggest that the data paint a different picture than do the standard business cycle models. In 
particular, the forces of globalization have not translated into an increase in the degree of risk 
sharing achieved by all of the regions in our sample as would be expected on the basis of 
standard models. In addition, contrary to the predictions of these models, the importance of 
global and regional factors for investment fluctuations has risen during the period of 
globalization, implying a higher degree of cross-country comovement of fluctuations in this 
variable. 
 
VI. Sensitivity Experiments 
 
We now analyze the robustness of our main findings considering a variety of sensitivity 
experiments. Specifically, we conduct four types of experiments to address the following issues: 

                                                            
25 Some studies present models that are able to produce results consistent with the dynamics of investment 
we report here. In Head’s (2002) model, cross-country correlations of investment are positive because of 
increasing returns to the worldwide variety of intermediate goods. Heathcote and Perri (2004) show that 
changes in the correlation structure of shocks and extent of the portfolio diversification affect cross-
country investment correlations in international business cycle models. 
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the correspondence between the aggregate results and those at the country level; implications of 
alternative break points and changes in the composition of regions; effects of crises; and the 
dynamic relationship between the global factor and observable variables. We discuss below the 
results of each of these experiments in turn. 
 
VI.1. Country-Specific Results 
 
Do the averages we presented so far accurately reflect the sources of business cycle variation at 
the country level? In order to address this question, we examine the relative contributions of 
global and regional factors to each of the macroeconomic variables for each country. Figures 5-6 
present the relative contributions of the global and regional factors to output fluctuations in 
individual countries in four regions: North America, Europe, Asia and Oceania. These regions 
are especially interesting cases as they experience a substantial increase in the importance of the 
regional factor in the second period. Moreover, the global factor becomes less influential in all of 
these regions except North America. We present the contributions of the global and regional 
factors separately for the two sub-periods. We also show the posterior coverage intervals (of 
length two standard deviations) around the posterior means of the estimated variance 
contributions. Non-overlapping posterior coverage intervals indicate statistically significant 
changes between the two periods. 
 
The variance contribution of the global factor drops from the first period to the second for 16 
countries, remains unchanged for 16 others, and increases for only 7 countries, for North 
America, Europe, Asia and Oceania. In the case of North America, the global factor becomes 
more important in the United States, but it does not become significantly more influential in 
Canada and Mexico. When we examine the importance of the regional factor over time, we 
observe a different pattern: it goes up for 27 countries, stays unchanged for 8, and declines for 4 
for these four regions.  
 
These patterns are quite similar when we look at the three other regions as well, with the relative 
importance of the global factor going up for only 12 countries but declining for 27 of them. The 
relative importance of the regional factor, by contrast, rises for 23 and falls for 15 countries. 
There is no significant change in the share explained by the global or regional factors in other 
countries. For the world as a whole, the share of the global factor rises in the second sub-period 
in 21 countries, remains unchanged in 42 countries, and declines in 43 countries. For the world 
as a whole, the share of the regional factor rises in the second sub-period in 50 countries, remains 
unchanged in 37 countries, and declines in 19 countries. These findings indicate that our headline 
results with respect to the evolution of the importance of the global and regional factors over 
time are confirmed by the country-specific analysis.26 
   

                                                            
26 If we focus on the absolute changes in the importance of global and regional factors in explaining 
output variation, our results indicate that the share of the global factor rises in the second sub-period in 39 
countries and declines in 67 countries. Similarly, the share of the regional factor rises in the second sub-
period in 69 countries and goes down in 37. Detailed results are available from the authors upon request.  
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VI.2. Demarcation of Time and Configuration of Regions 
 
We next analyze the robustness of our results to alternative break points in the sample and 
changes in configurations of regions. In Section III, we have already discussed a variety of 
reasons why 1985 is a logical break point to analyze the evolutionary changes in the roles played 
by global and regional factors in explaining business cycles. We also estimated the model for 
alternative sample periods using 1983 and 1987 as break points. The results for these sub-
samples lead to qualitatively similar conclusions (Table 4). In addition, the individual variance 
decomposition patterns documented in Figures 5-6 remain essentially the same, confirming that 
our results do not hinge on the exact break date.27  
 
We also analyze how our main results change in response to variations in the country 
composition of regions. We consider three separate experiments involving the following 
changes: moving Mexico from North America to the LAC region; moving Turkey from Europe 
to the MENA region; and moving Israel from MENA to Europe. Although these experiments 
slightly change the quantitative results, our qualitative findings remain intact.28 

 
VI.3. Crises and Synchronization 
 
It is natural to study whether our results are driven by crises since periods of crises often 
coincide with highly synchronized business cycles in regions (or groups of countries). The crises 
episodes can potentially bias our findings and lead to changes in the shares of variance captured 
by different types of factors. During the second sub-period, the most prominent widespread 
crises have of course been the Asian financial crisis of 1997-98, which directly affected a 
handful of countries in the region, and the global financial crisis of 2008-2009, which led to 
sharp contractions in a number of advanced countries.  
 
We undertake three experiments to study the impact of these periods. First, we exclude the four 
countries (Korea, Malaysia, Philippines, Thailand) directly affected by the Asian crisis from our 
sample and re-estimate the model. Second, we use the original model estimates and then 
compute the variance contributions of different factors for the Asian region excluding the crisis 
countries. Finally, to account for the impact of the global financial crisis, we consider two 
complementary experiments by excluding the last three years from the second sub-sample (2008-
2010) and by extending the sample to 2015 using forecasts of the data for the 2011-2015 period.  
 
The results of these experiments indicate that our headline findings are preserved. However, the 
last experiment suggests that the global financial crisis affects some of our other results (Table 
5). In particular, we reported in the previous section a small increase in the total contribution of 

                                                            
27 We also conduct some formal tests to examine whether there is a structural break in the sample. In 
particular, we perform some univariate break tests for a variance break following Stock and Watson 
(2005). We use the Andrews (1993) test for a break in either the unconditional variance or the persistence 
of each time series at an unknown date. Searching over the middle 2/3 of the full time span of the sample, 
we find that the majority of those time series that have a break in their unconditional variance experience 
that break in or before 1984. A similar test for a break in the autoregressive parameter of a univariate 
AR(1) model indicates that a substantial share of the series that have a break have it by 1984.  
28 The details of sensitivity results reported in this sub-section are available from the authors upon request.  
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global and regional factors together to output fluctuations in the second sub-period. This finding 
appears to be driven by the global financial crisis. If the second sub-period includes only the 
1985-2007 period, the variance share due to the global factor decreases more in the second sub-
period leading to a slight decline in the total variance share of output due to the global and 
regional factors.  
 
We also analyze the possible effects of the global financial crisis on our results considering a 
longer time period. Specifically, we extend our sample by including forecasted values of the 
three macroeconomic variables for the period 2011-2015 (these forecasts are based on the IMF’s 
World Economic Outlook, April 2011). The results point to similar conclusions we get from the 
1985-2010 sample.  
 
VI.4. Dynamics of the Global Factor 
 
Although our factor structure is dynamic, the observable variables depend on the factors only 
contemporaneously in the model. If the global factor has lagged effects on the observables, it is 
possible that our model understates the importance of the global factor. Given the dynamic 
nature of our factors, we think that these effects are likely to be small. Moreover, since we use 
annual data, the lagged effect would have to be fairly slow moving to have an impact on the 
results. We address the potential for lagged effects by regressing each observable variable on the 
global factor and two lags of the factor. The coefficients on the first lag were significant for only 
a small fraction of the time series we have.29 We conclude that lagged responses are of minor 
importance and would not affect our main conclusions about the relative importance of the 
global and regional factors.  
 
VII. Conclusion 
 
We have analyzed the evolution of global and regional business cycles over the past five 
decades. Our results indicate that regional business cycles have increasingly become more 
pronounced especially in regions where intra-regional trade and financial linkages have 
registered rapid growth since the mid-1980s. In particular, the regional factor has explained a 
larger fraction of business cycle variation in the North American, European, Oceanian, and Asian 
regions over the past twenty-five years. Surprisingly, the importance of global factor has 
declined over time. The total contribution of common factors (global and regional) has not 
registered a significant change implying that there has been no change in the degree of 
international business cycle synchronicity during the past quarter century.  
 
These results present a different interpretation of the impact of globalization on the 
synchronization of business cycles. Most commentators argue that globalization of trade and 
financial linkages have led to the globalization of business cycles as well. Contrary to these 
                                                            
29 The first lag is significant in only 12, 10, 13 (out of 106) time series of output, consumption, and 
investment, respectively. Focusing on the North America, Europe, Asia and Oceania regions, the first lag 
is significant in only 3, 4, 6 (out of 39) time series for output, consumption, and investment, respectively. 
The second lag is of similar importance, with a significant coefficient in 9, 7, 16 percent of the time series 
for output, consumption, and investment, respectively. 
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popular arguments, regional factors, rather than global ones, have become the driving forces of 
business cycles during the recent era of globalization. This has led to the emergence of regional 
business cycles.  
 
A wide range of developments at the regional level can explain the emergence of regional cycles. 
For example, the dramatic increase in intra-regional trade and financial flows fueled by regional 
integration initiatives can promote a higher degree of business cycle synchronization across 
countries in a region. Regional business cycles can also emerge because of the prominent role of 
region-specific shocks driven by the implementation of similar policies in a region. Moreover, 
cross-border spillovers of disturbances originating in a large country in a region can translate into 
more synchronized national business cycles in that region. 
 
There are a number of interesting research questions to be explored in future studies. We briefly 
mention two of them here. First, we documented the emergence of regional cycles and provided 
some intuitive arguments explaining their emergence, but it is important to go a step beyond and 
analyze the main driving forces of the global and regional cycles. Do we observe the emergence 
of regional cycles because of the growth in intra-regional trade and financial linkages, or because 
of the more prominent role played by region-specific shocks, including technology and policy 
disturbances? Second, it would be very useful to consider the policy implications of the 
emergence of regional cycles. What is the impact of having more pronounced regional cycles on 
the formulation of national policies? We plan to address some of these issues in our future 
research. 
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Table 1 
Variance Decompositions 

(1960-2010) 

 

Notes: The model is estimated over the full sample period (1960-2010) and the variance 
decompositions are computed for each country, for output, consumption and investment. The 
cross-sectional mean of the variance share (in percent) attributable to the relevant factor is 
reported in each cell. The cross-sectional means are calculated for the world and relevant region 
indicated in the first column. The column marked “Global+Regional” denotes the sums of the 
average variance shares of the global and regional factors. 

 

  

Variables / Regions
Global Regional

Global + 
Regional

Country Idiosyncratic

Output

World 10.40 12.86 23.26 40.79 34.46

North America 16.64 33.59 50.23 36.79 12.42
Europe 26.85 21.62 48.46 33.07 18.08
Ocenia 7.45 3.60 11.04 60.49 25.90
Asia 8.92 21.36 30.28 46.74 22.32
Latin America and the Caribbean 8.00 17.42 25.42 36.85 36.95
Sub-Saharan Africa 4.58 2.52 7.10 41.40 48.95
Middle East and North Africa 5.99 5.95 11.94 52.58 32.61

Consumption

World 8.52 7.44 15.96 34.27 48.43

North America 17.87 27.41 45.29 35.85 17.83
Europe 26.31 7.23 33.54 31.39 34.41
Ocenia 4.53 6.11 10.64 35.29 50.22
Asia 8.12 11.89 20.01 31.85 47.51
Latin America and the Caribbean 4.72 11.00 15.72 34.98 48.61
Sub-Saharan Africa 2.81 2.83 5.64 35.31 57.06
Middle East and North Africa 1.30 4.04 5.35 38.12 54.07

Investment

World 4.95 11.00 15.95 27.06 55.73

North America 5.47 34.58 40.05 44.81 13.80
Europe 12.72 22.73 35.45 34.98 29.18
Ocenia 0.18 8.23 8.40 64.88 23.81
Asia 5.35 10.91 16.27 35.05 48.19
Latin America and the Caribbean 3.16 14.48 17.64 28.59 52.99
Sub-Saharan Africa 2.90 1.96 4.86 14.40 78.89
Middle East and North Africa 1.15 7.37 8.52 31.47 57.05

Factors
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Table 2 
Variance Decompositions  

(1960-1984) 

 

Notes: The model is estimated over the 1960 -1984 period and the variance decompositions are 
computed for each country, for output, consumption and investment. The cross-sectional mean of 
the variance share (in percent) attributable to the relevant factor is reported in each cell. The 
cross-sectional means are calculated for the world and relevant region indicated in the first 
column. The column marked “Global+Regional” denotes the sums of the average variance shares 
of the global and regional factors. 

  

Variables / Regions
Global Regional

Global + 
Regional

Country Idiosyncratic

Output

World 13.40 10.68 24.08 41.00 32.56

North America 22.46 24.28 46.74 39.02 12.62
Europe 27.72 18.28 46.00 30.46 22.13
Ocenia 11.82 4.37 16.19 52.93 27.30
Asia 11.45 7.71 19.16 51.41 27.05
Latin America and the Caribbean 14.53 16.41 30.94 37.55 29.81
Sub-Saharan Africa 6.68 4.61 11.29 41.65 44.19
Middle East and North Africa 8.05 6.99 15.04 50.78 30.22

Consumption

World 10.57 8.24 18.81 36.95 41.78

North America 27.69 16.10 43.79 38.99 15.40
Europe 25.15 9.09 34.24 30.16 33.87
Ocenia 4.92 5.29 10.21 34.45 50.31
Asia 9.84 7.13 16.96 38.98 41.35
Latin America and the Caribbean 10.23 11.18 21.41 35.96 41.00
Sub-Saharan Africa 4.54 6.38 10.92 40.20 45.97
Middle East and North Africa 1.21 6.58 7.79 36.77 51.92

Investment

World 6.12 9.55 15.67 27.99 54.00

North America 7.41 32.15 39.55 46.33 10.95
Europe 11.55 18.18 29.73 35.64 32.98
Ocenia 1.27 6.23 7.50 62.99 23.33
Asia 6.23 7.60 13.82 34.12 49.42
Latin America and the Caribbean 5.65 11.39 17.04 28.76 52.55
Sub-Saharan Africa 4.58 3.16 7.73 16.06 73.86
Middle East and North Africa 2.18 9.60 11.79 35.71 48.53

Factors
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Table 3 
Variance Decompositions  

(1985-2010) 

 

Notes: The model is estimated over the 1985-2010 period and the variance decompositions are 
computed for each country, for output, consumption and investment. The cross-sectional mean of 
the variance share (in percent) attributable to the relevant factor is reported in each cell. The 
cross-sectional means are calculated for the world and relevant region indicated in the first 
column. The column marked “Global+Regional” denotes the sums of the average variance shares 
of the global and regional factors. 

  

Variables / Regions
Global Regional

Global + 
Regional

Country Idiosyncratic

Output

World 9.16 19.46 28.63 34.61 33.53

North America 30.41 32.87 63.28 23.03 11.09
Europe 19.85 40.25 60.10 19.69 19.06
Ocenia 20.93 20.33 41.26 29.40 25.76
Asia 5.08 32.49 37.56 33.88 26.14
Latin America and the Caribbean 6.55 14.55 21.10 41.19 34.67
Sub-Saharan Africa 5.70 7.64 13.34 36.56 45.82
Middle East and North Africa 3.72 8.61 12.33 49.93 32.17

Consumption

World 6.49 13.85 20.34 30.38 46.31

North America 31.06 22.01 53.07 26.55 17.95
Europe 14.16 29.50 43.66 18.74 35.55
Ocenia 14.75 11.30 26.05 33.46 35.44
Asia 2.21 24.18 26.39 27.84 43.74
Latin America and the Caribbean 3.40 10.27 13.67 34.61 48.85
Sub-Saharan Africa 4.49 4.38 8.86 33.28 54.56
Middle East and North Africa 2.80 8.51 11.30 38.36 44.92

Investment

World 8.58 15.72 24.30 29.12 43.79

North America 24.96 30.17 55.12 33.77 9.77
Europe 19.57 31.40 50.97 26.01 22.22
Ocenia 16.36 29.21 45.57 34.59 16.02
Asia 5.11 26.29 31.40 32.19 34.09
Latin America and the Caribbean 5.89 12.12 18.01 37.06 42.25
Sub-Saharan Africa 4.46 5.43 9.89 22.42 64.08
Middle East and North Africa 7.31 7.36 14.67 36.74 43.31

Factors
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Table 4 
Variance Decompositions for the World 

(Different Breaks) 

 

Notes: The model is estimated over the periods stated in the first column and the variance 
decompositions are computed for each country, for output, consumption and investment. The 
cross-sectional mean of the variance share (in percent) attributable to the relevant factor is 
reported in each cell. The cross-sectional means are calculated for the world. The column marked 
“Global+Regional” denotes the sums of the average variance shares of the global and regional 
factors. 

  

Variables / Regions
Global Regional

Global + 
Regional

Country Idiosyncratic

Benchmark
1960-1984

Output 13.40 10.68 24.08 41.00 32.56
Consumption 10.57 8.24 18.81 36.95 41.78
Investment 6.12 9.55 15.67 27.99 54.00

1985-2010
Output 9.16 19.46 28.63 34.61 33.53
Consumption 6.49 13.85 20.34 30.38 46.31
Investment 8.58 15.72 24.30 29.12 43.79

Break=1983

1960-1983
Output 13.91 9.71 23.63 41.04 32.77
Consumption 11.29 8.19 19.48 36.38 41.36
Investment 6.50 9.12 15.62 27.65 54.13

1984-2010
Output 8.19 20.45 28.64 35.67 32.98
Consumption 5.16 15.40 20.56 30.30 46.31
Investment 6.65 18.16 24.82 28.13 44.48

Break=1987

1960-1987
Output 13.72 9.07 22.79 42.22 32.80
Consumption 10.39 6.79 17.18 37.38 43.09
Investment 5.89 9.23 15.11 28.09 54.66

1988-2010
Output 13.74 18.76 32.51 32.88 32.40
Consumption 8.30 15.96 24.26 29.47 44.21
Investment 12.15 14.81 26.96 27.94 43.02

Factors
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Table 5 
Variance Decompositions for the World 

(Different End Years) 

 

Notes: The model is estimated over the periods stated in the first column and the variance 
decompositions are computed for each country, for output, consumption and investment. The 
cross-sectional mean of the variance share (in percent) attributable to the relevant factor is 
reported in each cell. The cross-sectional means are calculated for the world. The column marked 
“Global+Regional” denotes the sums of the average variance shares of the global and regional 
factors. Data for 2011-2015 are the forecasts from the IMF’s World Economic Outlook (April, 
2011).  

  

Variables / Regions
Global Regional

Global + 
Regional

Country Idiosyncratic

Benchmark
1960-1984

Output 13.40 10.68 24.08 41.00 32.56
Consumption 10.57 8.24 18.81 36.95 41.78
Investment 6.12 9.55 15.67 27.99 54.00

1985-2010
Output 9.16 19.46 28.63 34.61 33.53
Consumption 6.49 13.85 20.34 30.38 46.31
Investment 8.58 15.72 24.30 29.12 43.79

End Year=2007
1985-2007

Output 6.25 17.24 23.50 36.99 34.13
Consumption 4.76 12.89 17.65 32.23 45.31
Investment 5.01 14.54 19.55 32.43 43.58

End Year=2015
1985-2015

Output 10.82 19.76 30.58 33.87 33.48
Consumption 6.70 13.74 20.44 29.66 47.93
Investment 10.25 14.52 24.77 27.35 45.99

Factors
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Figure 1 
Average Variance Explained by Global and Regional Factors 

(1960-2010) 

 

Notes: We estimate the model over the full sample period (1960-2010) and compute the variance 
decompositions for each country, separately for output, consumption and investment. Each bar then 
represents the cross-sectional mean of the variance share attributable to the relevant factor for that 
particular variable (in percent). The cross-sectional means are calculated over the full sample of countries. 
The bar marked “Global+Regional” represents the sum of the average variance shares of the global and 
regional factors for each variable. 
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Figure 2 
Variance Explained by Global Factor 

 

Notes: We estimate the model separately over the two periods, 1960-1984 (yellow) and 1985-2010 (blue). We then compute the 
variance decompositions for each country for output, consumption and investment. Each bar then represents the cross-sectional 
mean of the variance share attributable to the regional factor for that particular variable in a given period (in percent). The cross-
sectional means are calculated for the relevant regions.  
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Figure 3 
Variance Explained by Regional Factors 

 

Notes: We estimate the model separately over the two periods, 1960-1984 (yellow) and 1985-2010 (blue). We then compute the 
variance decompositions for each country for output, consumption and investment. Each bar then represents the cross-sectional 
mean of the variance share attributable to the regional factors for that particular variable in a given period (in percent). The cross-
sectional means are calculated for the relevant regions. 
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Figure 4 
Variance Explained by Global and Regional Factors 

 

Notes: We estimate the model separately over the two periods, 1960-1984 (yellow) and 1985-
2010 (blue). We then compute the variance decompositions for each country, for output, 
consumption and investment in each of these two periods. Each bar then represents the cross-
sectional mean of the variance share attributable to the sum of the global and regional factors for 
that particular variable in a given period (in percent).  
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Figure 5 
Output Variance Explained by Global Factor 

 

 

Notes: We estimate the model separately over the two periods, 1960–84 and 1985–-2010. For each country, we then 
show the posterior means of the share of the variance of output growth fluctuations accounted for (in percent). We 
also show the corresponding posterior coverage intervals of length two standard deviations (%).  
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Figure 6 
Output Variance Explained by Regional Factor 

 

 

Notes: See notes of Figure 5. 
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Appendix I: List of Regions and Countries 

Region Countries 
North America (3) United States, Canada, Mexico 

 
Europe (19) 
 

Germany, Austria, Belgium, Finland, France, Ireland, Italy, 
Luxembourg, Netherlands, Portugal, Spain, United Kingdom, Denmark, 
Norway, Sweden, Switzerland, Greece, Iceland, Turkey 
 

Oceania (2) Australia, New Zealand 
 

Latin America and the 
Caribbean (22) 

Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Guyana, 
Paraguay, Peru, Uruguay, Venezuela, RB, Costa Rica, El Salvador, 
Guatemala, Honduras, Nicaragua, Jamaica, Barbados, Dominican 
Republic, Haiti, Panama, Trinidad and Tobago 
 

Asia (15) Japan, China, Korea, Hong Kong, India, Indonesia, Philippines, 
Singapore, Thailand, Taiwan, Malaysia, Sri Lanka, Bangladesh, 
Pakistan, Nepal 
 

Sub-Saharan Africa 
(37) 

South Africa, Botswana, Cape Verde, Lesotho, Mali, Mauritius, 
Mozambique, Congo, Dem. Rep., Rwanda, Seychelles, Tanzania, 
Uganda, Zambia, Ghana, Ethiopia, Cameroon, Chad, Comoros, Congo, 
Rep., Benin, Equatorial Guinea, Gabon, Gambia, The, Guinea-Bissau, 
Guinea, Cote d'Ivoire, Kenya, Madagascar, Malawi, Mauritania, Niger, 
Nigeria, Senegal, Togo, Burkina Faso, Zimbabwe, Burundi 
 

Middle East and 
North Africa (8) 

Israel, Iran Islamic Rep., Jordan, Syrian Arab Republic, Egypt Arab 
Rep., Algeria, Morocco, Tunisia 

 

Data Sources: Primarily from the World Bank’s World Development Indicators (WDI), 
supplemented with the International Monetary Fund’s World Economic Outlook (WEO) 
database. 
 
 
 

Appendix II: Summary of Empirical Studies on Synchronization of Cycles in Different 
Regions  

 
[To be added] 


