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Abstract: This paper develops a model where firms make state-dependent decisions on 
both pricing and acquisition of information. It is shown that when information is not 
perfect, menu costs combined with the aggregate price level serving as an endogenous 
public signal generate rigidity in price setting even when there is no real rigidity. 
Specifically, firms reveal their information to other firms by changing their prices. 
Because the cost of changing prices is borne by a firm but the benefit from better 
information goes to other firms, firms have an incentive to postpone price changes until 
more information is revealed by other firms via the price level. The information externality 
and menu costs reinforce each other in delaying price adjustment. As a result, the response 
of inflation to nominal shocks is both sluggish and hump-shaped. The model can also 
qualitatively capture a number of stylized facts about price setting at the micro level and 
inflation at the macro level.  
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1 Introduction 
One of the central questions in macroeconomics is how small frictions such as menu costs for adjusting 

prices can generate large and long-lasting real effects in response to nominal shocks. After the seminal 

contributions of Mankiw (1985) and Akerlof and Yellen (1985), it became clear that small barriers to 

nominal price flexibility should be complemented with real rigidities (Ball and Romer 1990) to convert small 

costs of price adjustment at the micro level into significant, persistent fluctuations at the macro level. Real 

rigidity is usually modeled as an imperfection in factor or good markets. However, available models have 

difficulty matching some stylized facts about price setting at the macro and/or micro levels. This paper 

provides an alternative, information-based mechanism for the amplification and propagation of nominal 

shocks that captures qualitatively many stylized facts.  

The key idea of the paper is that in economies with imperfect, dispersed information, 

macroeconomic variables not only clear markets but also aggregate information by aggregating private 

actions. GDP, price level, and the like inform economic agents about unobserved fundamentals such as 

technology, stance of monetary policy and so on. Adding a small cost to private actions in such economies 

can lead to large social multipliers and, more specifically, to significant rigidities in adjustment. In particular, 

I demonstrate that the combination of (a) the aggregate price level serving as a free endogenous public signal 

and (b) menu costs generates rigidity in price setting in otherwise very flexible economies, i.e., economies 

without real rigidities (e.g., no monopolistic competition or any sort of interdependence in the demand 

functions). 

To formalize these ideas, I present a model where firms make state-dependent decisions on pricing 

and acquisition of information. Specifically, firms face menu costs and infer the current state of nominal 

demand from a sequence of private and public signals. Firms can buy additional signals if they wish. The 

price level serves as a free endogenous public signal through which private information is aggregated and 

communicated to firms. In this economy, firms reveal their information to other firms by changing (or not 

changing) their prices. Because information is not perfect, every additional piece of information is valuable 

and, therefore, every firm has an incentive to observe other firms’ actions that convey useful information 

about unobserved fundamentals. With a richer information set, a firm can obviously set a better price and 

earn larger profits.  

Suppose there is a shock to nominal demand and firms receive imperfect signals about the shock. 

Note that the cost of changing the price (the menu cost) and therefore revealing private information about the 

shock is borne privately by a firm, while the benefit from better information goes to other firms (since the 

public signal is free) because other firms can utilize the information set implied by the price change of the 

adjusting firm. Thus, the value of information is different for a firm and for the economy as a whole; there is 

an important information externality. Because no firm has an incentive to reveal its information to other 

firms, private information may get entrapped in private hands and, therefore, the price level may fail to 

aggregate private information completely. 



 2

Most importantly, because of this information externality, firms have an incentive to postpone price 

changes until more information about unobserved shocks to nominal demand is revealed by other firms via 

the price level. In other words, every firm wants to free ride on other firms. But if firms change their prices 

by a little or few firms change their prices, the aggregate price level changes by little which leads to further 

delaying of price changes at the firm level because a small change in the aggregate price level communicates 

that the probability or the size of the unobserved aggregate shock is small and hence price adjustment is not 

warranted. Thus, the information externality and menu costs reinforce each other in delaying price 

adjustment and the propagation of information in the economy. More precisely, because of this “wait-and-

see” game played by firms, the response of inflation to nominal shocks is sluggish and hump-shaped. This 

matches the stylized facts about the behavior of inflation in response to nominal shocks (Christiano, 

Eichenbaum and Evans 2005) and unconditional persistence of aggregate inflation (Fuhrer and Moore 1995, 

Stock and Watson 1999).  

The same reasoning applies to the endogenous acquisition of information. For example, when the 

economy is hit with a shock, few firms will buy information as they have an incentive to free ride on those 

firms which do buy costly information, which leads to a wait-and-see game in acquisition of information. 

This game generates sluggish adjustment of information sets after the shock even when firms can be more 

cognizant of shocks. Furthermore, when the economy reaches a steady state, acquisition of information is 

very weak so that firms are satisfied with a minimum amount of information about the state of the economy.  

One implication of this pattern of information acquisition is that the level of (in)attention to macroeconomic 

developments should fluctuate over the business cycle with attention rising temporarily and with a delay after 

large macroeconomic shocks (e.g., start of a recession) and then falling back to steady state levels which is 

consistent with the evidence presented in Coibion and Gorodnichenko (2010).   

The model captures qualitatively a number of stylized facts about price setting at the micro level:1 1) 

there is a lack of synchronization in price setting; 2) price changes at the micro level have little inertia; 3) a 

relatively large fraction of firms change prices in any given period; 4) the average absolute price change is 

large; 5) the hazard of price adjustment decreases with the duration of the price spell. The model is also 

consistent with stylized facts about information:2 1) firms have imperfect information; 2) acquisition of 

information is costly; 3) firms often make pricing decisions without utilizing all potentially available 

information; 4) conditional responses of mean forecasts and mean forecast errors are serially correlated and 

move in the direction of changes in the forecasted fundamentals; 5) inattention temporarily decreases after 

large macroeconomic shocks.  

The persistence of aggregate inflation in my model sharply contrasts with the previous literature on 

state-dependent pricing. Caplin and Spulber (1987), Caplin and Leahy (1991, 1997), Danziger (1999), 

                                                      
1 See Lach and Tsiddon (1992), Dhyne et al. (2005), Bils and Klenow (2004), Klenow and Kryvtsov (2008), Alvarez et 
al. (2005a), Alvarez et al. (2005b), and Fabiani et al. (2005), Nakamura and Steinsson (2008). 
2 See Zbaracki et al. (2004), Fabiani et al. (2005), Coibion and Gorodnichenko (2008, 2010). 
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Golosov and Lucas (2007) and others find that in economies with state-dependent pricing monetary policy 

shocks have little or no real effects because of (almost) instantaneous price adjustment. Dotsey et al. (1999), 

Willis (2003) and Gertler and Leahy (2008) achieve significant persistence in models with state-dependent 

pricing only when they introduce considerable real rigidity in price determination at the firm level. Yet, in 

their models inflation still jumps immediately at the time of the nominal shock (which reflects the forward-

looking nature of pricing decisions) and inflation does not have a hump-shaped response. Instead, inflation 

declines monotonically, which is similar to the response in models with time-dependent pricing. In contrast, 

the present paper shows that aggregate price adjustment is gradual in response to nominal shocks even when 

there is no explicit strategic complementarity. Specifically, although the intensive margin (average price 

change) responds strongly at the time of the shock (this is typical for all Ss-type models), the extensive 

margin (fraction of firms changing prices) responds so weakly on impact that the jump in the intensive 

margin has almost no effect on the aggregate price level and inflation. In the end, the intensive margin leads 

the extensive margin but the selection effect typical of state-dependent pricing does not undo the sluggish 

response of the extensive margin.3  

Previous studies of price setting under imperfect information (e.g., Lucas 1972, Mankiw and Reis 

2002, Bonomo and Carvalho 2004, Reis 2006, Alvarez et al. 2010) typically assume flexible prices and time-

dependent updating of information. This paper contributes to this literature in three important directions. 

First, firms always have access to some information about current events in the economy which contrasts 

with a common assumption in the previous works that firms do not know anything about current and recent 

shocks between planned, time-dependent information updates. Second, I endogenize the decision to acquire 

additional information and make it state-dependent rather than time-dependent as usually imposed or derived 

in the previous studies. Third, I introduce explicit menu costs and consider state-dependent pricing while 

previous work assumes flexible prices. Hence, the decisions to change prices and purchase information are 

contingent on macroeconomic and firm-specific conditions. I show that these extensions have important 

effects on the price-setting policy of firms and the dynamics of inflation.4 Table 1 shows how this paper fits 

within the literature. 

The present paper builds on insights developed in Caplin and Leahy (1994) and Chamley and Gale 

(1994). In these papers, private information also gets entrapped and the endogenous public signal 

                                                      
3 Midrigan (2006) considers multi-product firms that have economies of scale in the technology of adjusting price. 
These economies generate real rigidity (strategic complementarity) internal to a firm (in contrast to previous literature 
where real rigidity is external to a firm, e.g., market demand externality) and thus nominal shocks can generate real 
effects larger than in standard models with menu costs. Dotsey and King (2005) achieve a small, cotemporaneous 
increase and hump shape in the inflation response to a nominal shock by introducing very strong real rigidity (smoothed 
kinked demand as in Kimball (1995)).  
4 In addition, my model captures the low serial correlation of price changes at the micro level while previous models 
with sticky information (or rational inattention) do not. In those models, there are no menu costs, and prices are changed 
every period. As long as economic fundamentals (e.g., money supply) are serially correlated, price changes at the firm 
level are also serially correlated. This issue is also relevant for models where firms have a convex cost of adjusting 
prices (e.g., Rotemberg 1982), use indexation, or set a price path (e.g., Burstein 2006).  
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significantly affects the irreversible decision to enter into an industry or invest in a country. In addition to 

focusing on price setting rather than entry decisions, my model is different from these seminal papers and the 

work that followed in several key respects. First, I consider an infinite horizon setup rather than a one time 

game. Second, information flows in my model are determined endogenously and spread over time rather than 

imposed in the beginning of the game. Third, actions (e.g., price change) are reversible and continuous rather 

than irreversible and discreet.5 These departures allow me to assess whether my model can qualitatively (and 

potentially quantitatively) match stylized facts about price setting, acquisition of information, and behavior 

of macroeconomic aggregates.   

The structure of the paper is as follows. In the next section, I lay out the model: specify the process 

for nominal demand; present the firm’s problem for setting prices and updating information; describe the 

dynamic program of the firm; and explain how to solve it when there is imperfect information. I then define 

the equilibrium and show how to solve the model. I also discuss briefly the interrelationship between the 

information externality, menu costs, and endogenous public signals. In section 3, I solve the model 

numerically and discuss a firm’s optimal policy, a firm’s optimal reset price, and the equilibrium distribution 

of the price level. I use numerical simulations to illustrate the importance of various parts of the model. 

Specifically, section 3.3 demonstrates the importance of having both menu costs and the endogenous public 

signal in generating inflation persistence. I also present comparative statics and analyze the implications of 

using alternative information and pricing assumptions. Finally, I discuss briefly several extensions in section 

4 and present my conclusions in section 5. 

2 Model 
In this section, I present a theoretical model to formalize the intuition behind the interplay between menu 

costs, free endogenous public signals and sluggish price adjustment in an economy with imperfect 

information. In this economy, firms maximize profits as well as decide how much information they need to 

purchase given private and public signals about the unobserved, exogenously evolving state of nominal 

demand. This is a complex problem because firms have to filter endogenous public signals about nominal 

demand and optimize both prices and acquisition of information simultaneously. I impose sufficient structure 

to convert this setup into an equivalent dynamic programming problem with observed state variables which 

can be solved recursively. Specifically, firms will use a simple recursive Bayes rule to filter signals about 

nominal demand and then use the posterior probabilities as state variables in the optimization problem. 

Conveniently, filtering and optimization problems are separated so that one can use standard dynamic 

programming tools to solve for and analyze firm’s optimal policies.  

                                                      
5 See Chamley (2004) and Vives (2008) for overviews of this literature.  
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2.1 Monetary policy 

Monetary policy has two regimes: high (H) and low (L). Each regime is characterized by the level of nominal 

demand yt (equivalently, money stock): yH and yL. The probability of staying in the same regime next period 

is exogenous and equal to ߣ. Hence, the transition matrix is  

Λ ൌ ቂ ߣ 1 െ ߣ
1 െ ߣ ߣ

ቃ. 

This transition matrix (and, hence, the distribution of states) is common knowledge. The symmetry of the 

transition matrix and a small number of states keep computation manageable. The setup can be easily 

generalized to multi-state settings. Nominal demand is the only aggregate shock in this economy.  

2.2 Firms 

There is a unit measure of firms indexed by ݅ א ሾ0,1ሿ. The profit function in regime ݆ ൌ ሼܮ, ߨ ሽ isܪ ൌ כߨ െ

ሺ െ 
 ሻଶ/2 whereכ

 is the exogenously given optimal price in regime ݆. The high-level assumption of a כ

quadratic profit function reflects the fact that deviations of profit from its maximum value are of second 

order if a given price is close to optimal and, hence, profits described by flexible demand and cost structures 

can be reasonably well approximated by a quadratic function in price (Mankiw 1985, Akerlof and Yellen 

1985). This second-order approximation of the firm’s payoff is consistent with an economy where firms 

produce goods in segmented markets with a downward sloping demand curve in each market. Since markets 

are segmented, there is no explicit strategic complementarity in price setting and, therefore, the optimal price 


 does not depend on actions of other firms. Firms choose the prices to maximize the profits given the כ

information they have about the state of nominal demand yt. Whenever firms change prices, they pay a fixed 

menu cost τ.  

Firms have imperfect information about the state of nominal demand yt. They observe neither current 

nor past yt. Instead, at each time period t each firm observes two free signals: xit, a private signal, and തܲ௧ିଵ, a 

public signal. The private signal xit is equal to ݕ௧   ௧ is a shock distributed identically andߝ ௧ whereߝ

independently across firms and time.6 The other signal തܲ௧ିଵ ؠ   ,௧ିଵ݀݅  is the aggregate price level in the

previous period. The lag reflects the delay in collecting and revealing information.7 Importantly, തܲ௧ିଵ is an 

endogenous signal because the signal is determined by the actions of firms. For reasons discussed later, I 

assume that തܲ௧ିଵ does not reveal completely the state of yt because the public signal can be contaminated 

with noise or because firms use a mis-specified model when they interpret public signals. Firms do not 

observe the actions, prices and signals of any other firm (specifically, there is no hierarchical structure of 

information) or the cross-sectional distributions of prices, actions and signals; firms communicate only via 
                                                      
6 Alternatively, one can define shocks to the profit function so that firms observe fluctuations in profits instead of direct 
signals xit about yt. The latter, however, is more convenient in analyzing the problem. In the present setup, firms do not 
observe profits directly and maximize profits in expectation.  
7 Making the decision to change the price depend on the past price level signal rather than the current price level helps 
to ensure that an equilibrium exists. This is because it avoids circularity between today’s price decisions aggregating in 
today’s price level, which is the signal on which those price decisions would be based. See Jackson (1991) for a 
discussion of this standard assumption.  
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the price level തܲ௧ିଵ. To reiterate, firms’ payoffs do not depend on the price level directly. In this model, the 

price level plays only an informational role, i.e., the price level contains useful information about the state of 

yt.
8 Firms filter public and private signals to infer the state of yt and use this inference when set prices.  

Signals xit and തܲ௧ିଵ are observed without cost. Firms also have the option of buying an additional 

real-time private signal zit at a cost of ξ. I assume that this additional signal is equal to ݖ௧ ൌ ௧ݕ   ௧ whereߞ

 ௧ is a shock distributed identically and independently across firms and time.9 The decision to acquireߞ

additional information is based on ex ante information, i.e., before signal zit is observed. After obtaining this 

extra signal, the firm can decide if it wants to change its price (and pay τ) or not. Hence, purchasing 

additional information has an important option value because the firm can save the menu cost if its price is 

close to optimal in light of new information. As I show below, the reason why firms may want to have 

additional, costly signals is that extra information improves the estimate of the unobserved nominal demand 

yt and consequently raises profits in expectation. I introduce signal zit for two reasons. First, I use it to study 

the behavior of the model when firms are allowed to acquire information endogenously in response to 

macroeconomic shocks and thus I can explore how (in)attention can vary over the business cycle. Second, I 

exploit the possibility of buying an additional signal to show that firms can rationally choose simpler and 

possibly suboptimal but cheaper rules to interpret signals so that firms can rationally choose to stay relatively 

ignorant about aggregate shocks.  

This setup nests several prominent models as partial cases. For example, without noise in the private 

signal xit, the model is equivalent to standard models with menu costs and perfect information. Without 

signals xit and തܲ௧ିଵ, the model is similar to Reis (2006) and Alvarez et al. (2010) where firms choose the time 

between information updates. Without menu cost and signal തܲ௧ିଵ, the model is akin to Woodford (2003) 

where firms filter only private signals.  

2.3 Filtering 

In this section, I outline how firms process information to infer the unobserved state yt. To formalize the 

filtering problem, I define the information vector ܫ௧ as follows 

௧ܫ ൌ ቊ
ሺܫ,௧ିଵ, ,௧ݔ തܲ௧ିଵ, ,௧ሻݖ if firm ݅ buys signal ݖ௧ at time ݐ
ሺܫ,௧ିଵ, ,௧ݔ തܲ௧ିଵሻ, otherwise                                              

 (1) 

                                                      
8 In the present setup firms are assumed to observe only prices. Obviously, one can easily extend the present setup by 
allowing firms to observe quantities as well as by adding more sources of uncertainty (which includes noise to public 
signals) to preserve imperfect information. This richer specification would improve the plausibility of the model but it 
would also obscure the intuition, and make the solution more complex without changing the main qualitative results of 
the paper. Hence, I use the simple specification with the minimal number of observed variables and shocks.    
9 I interpret private signals xit and zit as a firm’s own market research not revealed to other firms. In contrast, Veldkamp 
(2006a) considers economies in which there exist industries supplying the same information to heterogeneous firms. 
This alternative setup can induce more coordination in pricing decisions across firms which can lead to multiple 
equilibria. Likewise, Hellwig and Veldkamp (2009) show that allowing firms to choose what information to acquire can 
lead to multiple equilibria.  
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which summarizes the history of signals. Note that the true state of nominal demand is unknown to firms 

and, hence, yt is not a part of the information vector. For the same reason, actions, prices, signals, etc. of 

other firms or moments of cross-sectional distributions of actions, prices, signals, etc. (other than തܲ) cannot 

be a part of Iit.  

As will become apparent below, firms want to know ߤ௧ ؠ Prሺݕ௧ ൌ  ௧ሻ, the posterior probabilityܫ|ுݕ

of being in the high regime given the history of signals and actions contained in Iit. To show the evolution of 

the posterior, let ߶ሺ തܲ, ,௧ିଵሻܫ ؠ Prሺ തܲ௧ିଵ ൌ തܲ|ݕ௧ିଵ ൌ ,ݕ  ,௧ିଵሻ be the conditional density of the publicܫ

signal in regime ݆ ൌ ሼܮ,  ,௧ିଵ. Note that ߶ depends on the strategies chosen byܫ  ሽ given information vectorܪ

firms and exogenous uncertainty. Hence, ߶ is an equilibrium concept: agents believe that ߶ describes the 

distribution, and the resulting conditional distribution of the price level is consistent with the belief.  

I define the conditional distribution of the real-time signal xit given the state of nominal demand yt 

being j as ߰ሺݔሻ ؠ Prሺݔ௧ ൌ ௧ିଵݕ|ݔ ൌ ,ݕ ,௧ିଵሻܫ ൌ Prሺݔ௧ ൌ ௧ିଵݕ|ݔ ൌ ݆ ,ሻݕ ൌ ሼܮ,  ሽ.10 Note that ߰ areܪ

exogenous; that is, ߰ do not depend on the actions of firms. I assume that ߰, ߶ for ݆ ൌ ሼܮ,  ሽ are commonܪ

knowledge for firms.  

Suppose for now that a firm has a prior ߤ,௧ିଵ and observes only signals xit and തܲ௧ିଵ. Using the 

Bayes rule, firms filter signals and compute the conditional probability of being in the high regime as 

follows: 

 
௧ߤ ൌ

ట෩ ሺ௫ሻൣథ෩ ൫തషభ,ூ,షభ൯ఒఓ,షభାሺଵିఒሻ൫ଵିఓ,షభ൯൧

ట෩ ሺ௫ሻൣథ෩ ൫തషభ,ூ,షభ൯ఒఓ,షభାሺଵିఒሻ൫ଵିఓ,షభ൯൧ାథ෩ ൫തషభ,ூ,షభ൯ሺଵିఒሻఓ,షభାఒ൫ଵିఓ,షభ൯
,   (2) 

where ෨߰ሺݔ௧ሻ ൌ ߰ுሺݔ௧ሻ/߰ሺݔ௧ሻ and ߶෨൫ തܲ௧ିଵ, ,௧ିଵ൯ܫ ൌ ߶ு൫ തܲ௧ିଵ, ,௧ିଵ൯/߶൫ܫ തܲ௧ିଵ,  ,௧ିଵ൯ are likelihoodܫ

ratios (see Appendix 1 for derivation). The posterior moves in the direction of the regime that is more likely 

to be consistent with the observed signals. Signals can be contradictory by indicating different odds of being 

in a given regime (i.e., ෨߰ ൏ 1 ൏ ߶෨ or ߶෨ ൏ 1 ൏ ෨߰) and the direction of the change is then determined by the 

relative strength of the signals.11 If the signals are not informative, i.e., ෨߰ ൌ ߶෨ ൌ 1, then ߤ௧ ൌ ,௧ିଵߤߣ 

ሺ1 െ ሻሺ1ߣ െ ,௧ିଵሻ. 12 In general, the posterior in (2) is not recursive because ߶෨ሺߤ തܲ௧ିଵ, ,௧ିଵሻܫ ് ߶෨ሺ തܲ௧ିଵሻ for 

݆ ൌ ሼܮ, ,௧ݔ,௧ିଵ and ሼߤ ௧ depends not only onߤ ሽ and henceܪ തܲ௧ିଵሽ, signals received in period t, but also on 

the history of signals received before t. 

                                                      
10 This property follows from signal x being independent from the rest of the model conditional on the state of nominal 
demand yt, i.e., Prሺݔ௧ ൌ ,௧ݕ|ݔ ,௧ିଵݕ … , ௧ሻܫ ൌ Prሺݔ௧ ൌ ௧ݔ ௧ሻ because by assumptionݕ|ݔ ൌ ௧ݕ   ௧ isߝ ௧ andߝ
independently distributed across time and firms.  
11 If the public signal is stronger than the private signal, there could be an absorbing point (or region) from which the 
price level cannot escape. One can verify that a necessary condition for μit to escape from any point is that for any തܲ 
there is xH = E(x|yH) such that ෨߰ሺݔுሻ߶෨ሺ തܲሻ  1 for ߤ א ሾ0,1/2ሿ and there is xL = E(x|yL) such that ෨߰ሺݔுሻ߶෨ሺ തܲሻ  1  for 
ߤ א ሾ1/2,1ሿ. In other words, the exogenous signal x has to be sufficiently strong to break the coordination induced by 
the endogenous signal തܲ when x and തܲ imply different directions. 
12 If the price level is not observed, the filtering equation is ߤ௧ ൌ ഗ෩ ൫ೣ൯ሾഊഋ,షభశሺభషഊሻሺభషഋ,షభሻሿ

ഗ෩ ൫ೣ൯ቂഊഋ,షభశሺభషഊሻቀభషഋ,షభቁቃశሺభషഊሻഋ,షభశഊቀభషഋ,షభቁ
 which 

corresponds to (2) with ߶෨ ൌ 1. A similar simplification is available for the case when signal xit is not observed. Hence, 
෨߰ ൌ 1 or ߶෨ ൌ 1 can be also interpreted as cases when some signals are not observed. 
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Firms can improve their posteriors by buying additional information. Define the conditional 

distribution of signal zit as ߟሺݖሻ ؠ Prሺݖ௧ ൌ ௧ିଵݕ|ݖ ൌ ,ݕ ,௧ିଵሻܫ ൌ Prሺݖ௧ ൌ ௧ିଵݕ|ݖ ൌ ݆ ,ሻݕ ൌ ሼܮ,  ሽ. Theܪ

distributions ߟ are exogenous and known to firms. Similar to (2), one can find that the posterior probability 

after observing signal zit is given by  

௧ߤ
ା ൌ

ఎಹሺ௭ሻఓ

ఎಹሺ௭ሻఓାఎಽሺ௭ሻఓ
. (3) 

Note that (2) is an intertemporal filter, while (3) is an intratemporal filter.  

2.4 Dynamic program 

The expected flow payoff is equal to 

,௧ݕሺߨሺܧ ,௧ ܽ௧ሻ|ܫ௧ሻ ൌ ,ሺܽ௧ߤ  ሺܽ௧ሻ൯ு൫ߨ௧ሻܫ  ൫1 െ ,ሺܽ௧ߤ ሺܽ௧ሻ൯൫ߨ௧ሻ൯ܫ െ ఛሺܽ௧ሻ߬ െ  కሺܽ௧ሻߦ  

ൌ ,ሺܽ௧ߤ൫ߨ ,௧ሻܫ ሺܽ௧ሻ൯ െ ఛሺܽ௧ሻ߬ െ  కሺܽ௧ሻߦ, 

where ܽ௧ is the vector of a firm’s actions, ሺܽ௧ሻ indicates that price is both a state and choice variable, 

,ሺܽ௧ߤ  ௧ሻ indicates that the posterior depends on the information available at the time and the intratemporalܫ

decision to buy signal zit, and the indicator functions ఛሺܽ௧ሻ, కሺܽ௧ሻ show that the payoff additively and 

non-stochastically depends on whether a firm pays menu and/or information costs. The expected payoff 

depends on the information vector via ߤ௧.  

If prices could be reset costlessly every period, the optimal price would be  ௧
# ൌ ு௧ߤ

כ  ሺ1 െ

௧ሻߤ
כߨ and the optimized expected profit would be equal to כ െ ௧ሺ1ߤ െ ு௧ሻሺߤ

כ െ 
 ሻଶ. The profitכ

decreases as ߤ௧ approaches to ½ and, if the odds of being in high or low regimes are equal (ߤ௧ ൌ½), the 

value of information is at its highest. Thus, the firm would be willing to pay up to ߤ௧ሺ1 െ ு௧ሻሺߤ
כ െ 

 ሻଶכ

for information about the state of yt. If the posterior is close to zero or one, the value of additional 

information is small.  This pattern for the value of information is determined by the binary distribution of the 

unobserved state yt so that the level of the posterior  ߤ௧ and its precision are tightly related to each other 

which is generally not the case for continuously distributed unobserved states.  

Since the profit function ߨ, ݆ ൌ ሼܮ, ሽ is bounded on ሾܪ
,כ ு

כ ሿ and the loss of deviating from ௧
#  is 

bounded by the menu cost, it follows that the expected payoff is bounded too. Given this result, one can 

show (e.g., Bertsekas and Shreve 1996) that there exists a value function that has two state variables p and I 

and takes the following form  

ܸሺܫ௧, ,௧ିଵሻ ൌ maxୟ ሼߨ൫ߤ௧ሺܽ௧, ,௧ሻܫ ௧ሺܽ௧ሻ൯ െ ఛሺܽ௧ሻ߬ െ  కሺܽ௧ሻߦ  ூܧߚ
ܸሺܫ,௧ାଵ,  ௧ሺܽ௧ሻሻሽ. (4)

The value function in (4) is in a generic form and it is now convenient to write the specific dynamic 

program that a typical firm solves. To facilitate presentation, I show the flow of information, actions, and 

states in Figure 1. The payoff from not changing the price and not buying the signal zit is equal to 

ܸሺܫ௧, ,௧ିଵሻ ൌ ,௧ሻܫ௧ሺߤሺߨ ,௧ିଵሻ  ூܧߚ
ܸሺܫ,௧ାଵ,  ,௧ିଵሻ,  (5)

where the law of motion for Iit is given by (1). The value of changing the price without purchasing the signal 

zit is given by 
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ܸሺܫ௧ሻ ൌ maxሼߨሺߤ௧ሺܫ௧ሻ, ሻ െ ߬  ூܧߚ
ܸሺܫ,௧ାଵ, ሻሽ

 
(6) 

with כ ൌ argmaxሼߨሺߤ௧ሺܫ௧ሻ, ሻ െ ߬  ூܧߚ
ܸሺܫ,௧ାଵ,  ሻሽ being the optimal reset price. Finally, firms have

the option of buying the signal zit and then deciding whether to change their prices or not. The value of this 

option is equal to  

ூܸሺܫ௧, ,௧ିଵሻ ൌ െߦ  ூܧ
max ሼ ܸሺሼܫ௧, ,௧ሽݖ ,,௧ିଵሻ ܸሺሼܫ௧,  ௧ሽሻሽ (7)ݖ

After combining these three options, a firm’s value function is  

ܸሺܫ௧, ,௧ିଵሻ ൌ max ሼ ܸሺܫ௧, ,,௧ିଵሻ ܸሺܫ௧ሻ, ூܸሺܫ௧,  ,௧ିଵሻሽ. (8)

The solution to the dynamic program (8) gives the optimal response given a firm’s state variables ܫ௧ 

and ,௧ିଵ. Denote the optimal policy with Π. Note that, because there is no strategic interaction, no firm has 

incentives to deviate from Π. One can conjecture that, because of fixed costs, the optimal policy is of Ss type. 

However, regions of actions are functions of both state variables (i.e., price and posterior) and generally 

cannot be reduced to simple one-dimensional triggers.  

Given the optimal policy Π, define the law of motion for the price and belief at the firm level as  

௧ ൌ ,,௧ିଵሺ ,,௧ିଵܫ ,௧ݔ ,௧ݖ തܲ௧ିଵ; ,ߠ ߶ு, ߶ሻ,  (9) 

௧ܫ ൌ ,,௧ିଵሺܫ ,,௧ିଵܫ ,௧ݔ ,௧ݖ തܲ௧ିଵ; ,ߠ ߶ு, ߶ሻ, (10) 

where the vector ߠ ൌ ሼ߬, ,ߦ ߰ு, ߰, ,ுߟ ,ߟ ,ுߨ ,ߨ ,ߣ  ሽ collects the structural parameters. The laws of motionߚ

(9) and (10) depend on ߶ு, ߶ because pricing and information acquisition decisions depend on how firms 

interpret തܲ which in turn depends on ߶ு, ߶. Although ߶ு, ߶ are exogenous to a firm, ߶ு, ߶ are not a part 

of ߠ because they are determined in equilibrium. Nominal demand yt enters (9) and (10) through the private 

signals x and z, and the public signal തܲ. 

2.5 Aggregate dynamics and equilibrium 

To close the model (see Figure 1), observe that the law of motion for the price level can be computed by 

aggregating the firm-level law of motion (9):13  

തܲ௧ ൌ  ,,௧ିଵሺ ,,௧ିଵܫ ,௧ݔ ,௧ݖ തܲ௧ିଵ; ,ߠ ߶ு, ߶ሻ ݀݅.  (11) 

Likewise by appropriate aggregation of (9) and (10), define ܩ: ௧߁ ՜  ௧ାଵ as the law of motion for߁

,ܫ௧ሺ߁  ,ሻ, the joint density of the cross-sectional distribution of information sets and prices at time t. Like (11)

  .depends on the policy Π chosen by firms ܩ

Given these laws of motion and the Markov chain for yt, one can generate the time series of the price 

level തܲ ؠ ሼ തܲଵ, തܲଶ, … ሽ and construct conditional distributions for the price level ߶ு
ᇱ , ߶

ᇱ . Clearly, ߶ு
ᇱ , ߶

ᇱ  

depend on ߶ு, ߶ because the aggregate laws of motion depend on the policy Π chosen by firms which in 

turn depends on ߶ு, ߶. For brevity, let Υ be the mapping (updating operator) from ߶ு, ߶ to ߶ு
ᇱ , ߶

ᇱ . In 

equilibrium, the generated ߶ு
ᇱ , ߶

ᇱ  is equal to ߶ு, ߶; that is, firms’ beliefs about ߶ு, ߶ must be consistent 

                                                      
13 Clearly, the price level at time t depends not only on the lag of the price level but also on the cross-sectional 
distributions of firm-level prices (pi,t-1) and information sets (Ii,t-1) as well as exogenous private signals xit and zit. 
However, firms do not observe these distributions.  
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with reality as firms perceive it. Hence, equilibrium conditional distributions of the price level ሺ߶ு
כ , ߶

 ሻ areכ

such that if firms optimize their price setting and filtering given ሺ߶ு
כ , ߶

 ሻ, the conditional distributions of theכ

price level resulting from aggregation of individual firm prices are described by ሺ߶ு
כ , ߶

 ሻ. Formally, anכ

equilibrium is a fixed point of mapping Υ, i.e., ሺ߶ு
כ , ߶

ሻכ ൌ Υሺ߶ு
כ , ߶

  ሻ.14כ

2.6 Simplifying assumption 

The problem presented in sections 2.1-2.5 is extraordinarily difficult to solve. First, the state space grows 

over time as firms accumulate information in Iit which is heterogeneous across firms. Second, because firms 

filter endogenous signals, ߤ௧ does not evolve recursively and, hence, firms have to recompute the posterior 

using the complete history every period. Third, there are two well-known interrelated technical difficulties 

when agents filter endogenous public signals. On the one hand, one can show that if i) firms condition on a 

sufficiently long history of public signals, ii) public signals are observed without noise, and iii) there is only 

one source of uncertainty (yt), then firms can perfectly infer the state of yt.
15 This sharp result is, however, 

unrealistic because, as Jonung (1981) and others document, economic agents disagree not only about future 

macroeconomic conditions but also about past and current macroeconomic conditions which is not possible 

if public signals are fully revealing. To prevent the public signal from being perfectly revealing, one could 

add noise to the public signal (e.g., Singleton 1987, Mackowiak and Wiederholt 2009) and/or assume that 

agents fit misspecified (typically linear ARMA) models to forecast the dynamics of the public signal (e.g., 

Sargent 1991, Lorenzoni 2009).16 With these modifications, the properties of the equilibrium change 

smoothly as one adds conditioning variables but the intuition becomes clouded and computation gets 

practically unmanageable.17  

On the other hand, if agents have heterogeneous information sets (because public signals are not 

fully revealing), it is difficult to construct a tractable state space for an agent’s problem because the state 

space should include current and future higher order expectations, that is, expectations of other agents (see 

e.g. Woodford 2003). In general, this requires an infinite state space (so called “infinite regress”). Previous 

work circumvents this problem by introducing different simplifying assumptions that typically impose short 

lived information (e.g., Lucas, 1972, Dotsey and King 1986, Singleton 1987) or fit an appropriately defined 

Kalman filter with a truncated state space (e.g., Townsend 1983, Sargent 1991). The first option leads to 

                                                      
14 Note that, although there is a contraction mapping in the firm’s dynamic program, Υ maps function space on function 
space and there is no contraction on the space of functions ߶. Hence, there could exist multiple equilibria for ߶. In 
simulations, I check if perturbations to equilibrium ߶ converge back to ߶, that is, ߶ is locally stable.  
15 This is a generic result, see, e.g., Hellwig (1982), Caplin and Leahy (1994). If public signals are perfectly revealing, 
the model is reduced to Lucas’s (1972) island model in the sense that after one period nominal shocks have no real 
effects. 
16 Noise in the public signals can arise for various reasons such as sampling error, finite number of agents, and limited 
ability to process information. 
17 I experimented with these options (i.e., allow firms to fit AR(1) specifications to model price level signal and/or 
contaminate the public signal with noise) and I obtained qualitatively similar results. As long as endogenous public 
signals are not fully revealing but informative, firms have incentives to “wait and see” what other firms are doing.  
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information being fully revealed immediately or shortly after shocks occur. The second option requires, in 

general, a large state space which makes a firm’s dynamic program computationally unmanageable.  

Since I want to have the simplest possible setup to clearly illustrate the main points of the paper, I 

cut the Gordian knot by assuming the following: in firms’ view, it is only the current state of nominal 

demand that determines the current price level and the prior paths of the price level or nominal demand are 

irrelevant for the current price level.18  This simplifying assumption entails that the conditional distribution of 

the price level in regime ݆ ൌ ሼܮ,  ሽ is given byܪ

 ሺ തܲሻ ൌ Pr൫ തܲ௧ିଵ ൌ തܲหݕ௧ିଵ ൌ  ൯,  (12)ݕ

which makes the signal extraction problem recursive.19 An important question is whether results derived later 

in the paper stem from the assumed conditional independence of public signals. Indeed, it is not optimal for 

firms to make this assumption since Pr൫ തܲ௧ିଵ ൌ തܲหݕ௧ିଵ ൌ ൯ݕ ് Pr ሺ തܲ௧ିଵ ൌ തܲ|ݕ௧ିଵ ൌ ,ݕ  ,,௧ିଵሻ and, henceܫ

one should interpret firms’ behavior as boundedly rational. However, there are several reasons to believe 

that, when agents are fully rational, this assumption may be a sensible description for optimal behavior and 

that results presented in the next section continue to hold.  

First, this assumption is a reasonable approximation to optimal behavior if firms are informationally 

constrained as in Woodford (2009) or there is a cost of recomputing the posterior using the entire history 

every period (and it is less costly to recompute the posterior recursively). Second, although the cost of using 

suboptimal rules varies with parameters of the model (e.g., the average duration of the regime), the lost profit 

can be as low as 8% of כߨ given baseline parameter values, which is a relatively small amount. Third and 

most importantly, if it is costly to use more sophisticated forecasting/interpretation rules which involve a 

larger conditioning set of variables, the decision to use these sophisticated rules is similar to the decision to 

buy additional information. Then, as discussed below, few firms will use these costly rules at the time of the 

nominal shocks because every firm will want to free ride on other firms that pay the cost of using these more 

expensive and more precise forecasting/interpretation rules. Because of this wait-and-see game, firms will 

rationally choose to stay ignorant about shocks and, hence, the delayed response of inflation survives if firms 

can choose to use superior but costly forecasting rules. Fourth, as shown in Section 3, the persistence and 

hump shape of the inflation response to nominal shocks is not an artifact of bounded rationality. When I set 

the menu cost to zero to eliminate the incentives to postpone price adjustment, the response of inflation to 

nominal shocks does not exhibit strong persistence or the hump shape.  

Finally, I present and solve a simple three period model with fully rational agents in Appendix 2 and 

show that the wait-and-see game survives and generates sluggish hump-shaped inflation response to nominal 

shocks. An important lesson from this exercise is that although I consider an economy where public signals 

                                                      
18 This assumption is equivalent to assuming that firms treat public signals as independent after being conditioned on 
the state of nominal demand which is the right approach to interpret private signals. 
19 To be clear, this assumption does not mean that firms ignore information contained in past price levels. This 
assumption only imposes that this information will be incorporated recursively.   
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are not fully revealing because firms fit misspecified models to interpret public signals, the intuition behind 

the wait-and-see incentive extends to economies with perfectly rational firms and fully revealing public 

signals. Even if firms are perfectly rational, they have an incentive to free ride on other firms and postpone 

price adjustment. To emphasize, this incentive works even when there is no built-in real rigidity of any kind. 

It is the possibility to observe actions of other firms that creates a stimulus to wait which changes the 

qualitative shape of the aggregate inflation response. 

The assumption in (12) has several critical benefits. First, the assumption prevents the public signal 

from being fully revealing because firms use a misspecified model to interpret public signals. Second, the 

assumption simplifies computation enormously by minimizing the state space in the firm’s dynamic program 

and delivering a simple recursive evolution of ߤ௧ (proof is in Appendix 1). Specifically, given this 

assumption and the rest of the setup, Striebel (1965, 1975) and Bertsekas and Shreve (1996) show that the 

posterior probability ߤ௧ is a statistic sufficient for control (that is, ߤ௧ encapsulates all information necessary 

for decision making) and the value function is stationary.20 Since the state space for yt consists of two points 

in my application, the posterior probability is a scalar and ߤ௧ represents a genuine compression of 

information contained in a large vector Iit. It follows from Striebel (1965, 1975) and Bertsekas and Shreve 

(1996) that one can use standard tools of dynamic programming to solve for value function with two state 

variables pit and ߤ௧ so that the counterparts of equations (5)-(8) are respectively 

ܸሺߤ௧, ,௧ିଵሻ ൌ ,௧ߤሺߨ ,௧ିଵሻ  ఓܧߚ
ܸሺߤ,௧ାଵ,  ,௧ିଵሻ,  (13)

ܸሺߤ௧ሻ ൌ maxሼߨሺߤ௧, ሻ െ ߬  ఓܧߚ
ܸሺߤ,௧ାଵ,  ሻሽ,  (14)

ூܸሺߤ௧, ,௧ିଵሻ ൌ െߦ  ூܧ
max ሼ ܸሺߤ௧

ା, ,,௧ିଵሻ ܸሺߤ௧
ାሻሽ (15) 

where ߤ௧
ା ൌ ݄ሺݖ௧,   ௧ሻ with h given by (3) and the intertemporal law of motion for posteriorߤ

௧ߤ  ൌ
ట෩ ሺ௫ሻሾథ෩ ሺതషభሻఒఓ,షభାሺଵିఒሻሺଵିఓ,షభሻሿ

ట෩ ሺ௫ሻൣథ෩ ሺതషభሻఒఓ,షభାሺଵିఒሻ൫ଵିఓ,షభ൯൧ାథ෩ ሺതషభሻሺଵିఒሻఓ,షభାఒሺଵିఓ,షభሻ
, (16) 

and finally a firm’s value function is  

ܸሺߤ௧, ,௧ିଵሻ ൌ max ሼ ܸሺߤ௧, ,,௧ିଵሻ ܸሺߤ௧ሻ, ூܸሺߤ௧,  ,௧ିଵሻሽ. (17)

One can also readily verify that, by assumptions of the problem, the model is symmetric around ሼሺߤ, :ሻ  ൌ

ሺு
כ െ 

ߤሻכ  
,ߤሽ, i.e., ܸሺכ  െ 

ሻכ ൌ ܸሺ1 െ ,ߤ ு
כ െ   .and p ߤ ሻ for any

2.7 Solution 

The difficulty of solving the model lies in the fact that how firms interpret public signals depends on what 

firms do and, at the same time, the actions of firms depend on how the public signal behaves. Hence, the 

                                                      
20 Hence, one can reduce the imperfect state information program to an equivalent perfect state information program; 
that is, convert the original problem with imperfect information about the unobserved state of yt to an equivalent 
problem where state variables pit and ߤ௧ are observable to a firm. An important feature of reducing the initial program 
to an equivalent perfect state information program is that the problem is separated into filtering and decision-making. In 
other words, one computes the probability of being in a given state by filtering as if there is no control and then, given 
the estimate, one finds an optimal solution to the control problem taking the estimate as if it gives perfect state 
information. 
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distribution of the aggregate price level conditional on yt (߶ு and ߶) must be determined simultaneously 

with the optimal pricing and information policies at the firm level. To address this problem, I use simulations 

to generate and approximate the density functions ߶ு and ߶. To compute the equilibrium, I perform the 

following steps:  

1) Guess density functions ߶ு
ሺሻ, ߶

ሺሻ.  

2) Given ߶ு
ሺሻ, ߶

ሺሻ, solve the dynamic program for the firm. 

3) Given solution in step 2, simulate the model for a large number of periods and firms.  

4) Compute the generated distribution of the price level (given money regime) ߶ு
ᇱሺሻ, ߶

ᇱሺሻ.  

5) Update the distribution ߶ு
ሺାଵሻ ൌ ߱߶ு

ሺሻ  ሺ1 െ ߱ሻ߶ு
ᇱሺሻ  and ߶

ሺାଵሻ ൌ ߱߶
ሺሻ  ሺ1 െ

߱ሻ߶
ᇱሺሻ, where ω is a constant between 0 and 1.  

6) Repeat steps 2-5 until convergence (i.e.,  ቛ߶ு
ሺାଵሻ െ ߶ு

ሺሻቛ ൏   .is reached (ߝ

The procedure can be further simplified by observing that ߶ሺ തܲሻ ൌ ߶ுሺ1 െ തܲሻ. This follows from the 

symmetry of the problem and, hence, it is enough to consider ߶ு. To approximate the conditional probability 

density function ߶ு, I discretize the interval ሾ
,כ ு

כ ሿ into Nb bins.21 Then, I update the distribution as 

߶ு,
ሺାଵሻ ൌ ߱߶ு,

ሺሻ  ሺ1 െ ߱ሻ߶ு,
ᇱሺሻ where k denotes the bin.  

To solve the firm level dynamic program I use approximation methods. Specifically, I use Gaussian 

quadratures to compute expectations, approximate the value function with polynomials in price p and 

posterior μ, and solve the dynamic program using collocation methods (see Miranda and Fackler (2002) for a 

description of these methods). I set ω = 0.98 to ensure smooth evolution of the conditional density ߶ு. I 

simulate the conditional density ߶ு with 5,000 firms, 5,000 periods and Nb = 100 bins. To reduce the 

simulation noise in ߶ு, I use optimal kernel smoothing to evaluate the density at a given point (bin). The 

starting distribution for ߶ு is the uniform distribution.  

3 Results 
In this section, I parameterize and solve the model, present the equilibrium distribution of the price level, and 

describe the optimal policy for pricing and acquisition of information. The main objective of my numerical 

simulations is to demonstrate the workings of the model. I vary informational assumptions to show the 

importance of the interplay between menu costs and the aggregate price level serving as an endogenous 

public signal.  Comparative statistics demonstrate the effect of alternative parameter values on equilibrium 

outcomes.  I also argue that the model can qualitatively match the stylized facts about price setting at the 

macro and micro levels.  

                                                      
21 Since firm-level prices are bounded between ܪ

כ   and ܮ
כ , the aggregate price level has the same bounds.  
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3.1 Parameterization 

The following parameters must be assigned values: 1) the menu cost τ; 2) the cost of additional information 

ξ; 3) persistence of nominal demand λ; 4) discount factor β; 5) ு
כ , 

 (optimal prices in each regime; 6 כ

distribution of ε and ߞ (noise in signals x and z); 7) nominal demands yH and yL. Given the abstract nature of 

the model, the choice of parameter values should be taken as a crude approximation aimed at showing the 

properties of the model.  

I assume that a quarter is the duration of the period and set the discount factor to 0.99, which 

corresponds to a 4% annual interest rate.22 I normalize ு
כ ൌ 1, 

כ ൌ 0, and כߨ ൌ 1. Zbaracki et al. (2004) 

report that the physical (menu) cost of changing price is 0.71% of the annual net profit margin. The cost of 

collecting and processing information is 4.61% of the annual net profit margin. Because in the case of 

Zbaracki et al. changes in information and prices happen about once a year, the implied instantaneous cost of 

changing price and information is respectively 2.85% and 18.44% of the quarterly net profit margin. Slade 

(1998) and Willis (1999) report much larger menu costs. In addition, Zbaracki et al. (2004) consider a 

relatively large firm where gathering and processing information is perhaps more complicated than for a 

typically much smaller firm. Hence, I calibrate ߬ ൌ0.035 and ߦ ൌ0.145. It follows that the cost of changing 

information and price is ߬  ߦ ൌ0.180. 

I assume that ߝ௧~݅݅݀ ܰሺ0, ఌߪ
ଶሻ and ߞ௧~݅݅݀ ܰሺ0, ߪ

ଶሻ. Parameters ሼݕு,  ሽ only determine theݕ

conditional means of the signals x and z and, hence, affect the action of firms only via the likelihood ratios in 

the filtering equation. Because the log of the likelihood ratio is proportional to ሺݕு െ  ሻ divided by theݕ

variance of the noise in the signal, I set ݕ ൌ 0 and  ݕு ൌ 0.5 without loss of generality. I set ߪఌ ൌ 0.7 and 

ߪ ൌ 0.25 which is consistent with how much precision professional forecasters can get relative to naïve 

forecasts (e.g., Gavin and Mandal 2003). Finally, I set ߣ ൌ 0.95 which corresponds to policy changing (on 

average) every 
ଵ

ଵି.ଽହ
ൌ 20 periods (= 5 years) and is consistent with the estimate reported in Schorfheide 

(2005).  

3.2 Baseline 

Panel A in Figure 2 presents the regions of actions as a function of the two state variables: price and 

posterior. A firm’s price inherited from the previous period is on the horizontal axis. A firm’s posterior for 

being in the high regime is on the vertical axis. The band around the diagonal is the region where it is 

optimal to keep the price unchanged and to avoid buying additional information. This band of inaction 

reflects the fact that, if the price is close to optimal given the posterior, it is not worth changing it. It is 

                                                      
22 If the time period shrink to zero (i.e., time becomes continuous), there is no “wait and see” game because there is no 
“another period” in continuous time (see Chamley (2004) for details). If one reduces the duration of the time period 
(e.g., seconds instead of quarters) and does not reduce the precision of the signal, then adjustment is going to be 
completed faster in terms of absolute time (e.g., it takes seconds not quarters). If one reduces the informativeness of 
signals per unit of time, then adjustment does not change very much. That is, if the amount of information contained in 
per-second signals accumulated over one quarter is equal to the amount of information contained in one per-quarter 
signal, then aggregate dynamics is unlikely to change. 
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optimal to change the price without buying new information if the price is far from the optimal, and there is 

little uncertainty about the current state (i.e., the posterior is close to one or zero). Finally, it is generally 

optimal to buy additional information if the posterior is close to ½, a situation with the greatest uncertainty 

about the current state. Note that it is not optimal to change price or purchase additional information when 

price is close to ½ and posterior is close to ½. At this point, the price is close to optimal given the posterior 

and by waiting one or more periods (until there is more certainty), a firm can save the cost of changing price 

or buying information.   

Panel B in Figure 2 plots the optimal reset price as a function of the posterior estimate of the current 

state of the money regime. The broken line is the frictionless optimal reset price ௧
# ൌ ு௧ሺߤ

כ െ 
ሻכ  

 .כ

By the choice of parameter values, ௧
#  is equal to ߤ௧ and, hence, the slope of the line is one (45 line). The 

optimal price is equal to ½ when the posterior is equal to ½. If the posterior is greater than ½ but not close to 

one, the optimal reset price exceeds the optimal frictionless reset price. On the one hand, the posterior next 

period is expected to move towards ½ and, hence, there is a stimulus to set prices below ௧
# . On the other 

hand, there is a greater chance that the regime is high and thus it may stay high for a while. By setting a 

higher price, a firm can then economize on menu and information costs because with a higher price the 

probability of price and/or information update is smaller. The second motive dominates the first and hence 

the optimal reset price is above ௧
# . If the posterior is close to one, the first motive outweighs the second and 

thus the optimal reset price is below ௧
# . The argument for ߤ௧ less than ½ is symmetric.  

Panel C in Figure 2 presents the equilibrium distribution of the price level conditional on the regime 

being high. Clearly, the mass of the distribution is shifted to the right because the price level തܲ is more likely 

to be high when yt is high. However, there is a non-trivial density on values between 0.1 and 0.2. The low 

density for the intermediate values of the price level reflects the fact that the price level spends little time 

between the two “steady” states, which are defined as states with an absolute change in the price level less 

than 0.001. Because the distribution of the price level is not degenerate, observing the price level does not 

eliminate uncertainty.  

Panels A and B in Figure 3 show typical sample paths of the price level and inflation, respectively. 

The paths clearly indicate the state-dependent nature of the price level and inflation responses to changes in 

nominal demand. Consider the change in yt at t = 138 when the price level has converged to its stable low-

demand value. Immediately after the change, the response is weak and in the first periods after the change 

the price level increases sluggishly. After some point, however, the price level starts to rise at an increasing 

rate. Then the change in the price level slows down. Hence, inflation has a hump-shaped response. Figure 4 

shows the evolution of the cross-sectional price and posterior distributions. Note that the price distribution 

reallocates the mass of the firms to the right at a rate slower than the posterior distribution does because price 

changes are slowed down by the menu cost, while posterior changes are not. The gradual reallocation of the 
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posteriors implies that mean forecasts and forecast errors move in the direction of the change in yt, which is 

consistent with the empirical evidence presented in Coibion and Gorodnichenko (2008).23  

What drives this result? Recall that when firms set prices, there is no explicit interaction between 

firms. The only channel of communication between firms is the price level, which is the average price across 

firms. By altering its price and hence changing the price level, a firm reveals to other firms that there is a 

change in its belief and information. The price level aggregates firms’ prices and, thus, aggregates private 

information. By observing the price level, firms can infer what other firms think about the economic 

fundamental yt. With menu costs, the price level does not aggregate private information perfectly. If a firm 

does not change its price, it does not reveal its information (or more precisely, it is interpreted by other firms 

that the firm’s belief about yt has not changed enough to justify a price change). Because firms do not interact 

strategically, no firm has an incentive to reveal its information that could be valuable to other firms, which is 

similar in spirit to Grossman and Stiglitz (1976, 1980). Indeed, the cost of revealing information (manifested 

by price change) is borne by a firm, while the benefit from better information goes to other firms (recall that 

the public signal is free). Consequently, there is an information externality and private information may get 

entrapped. Furthermore and most importantly, the information externality creates an incentive for firms to 

postpone their price adjustment until more information is revealed by other firms via തܲ. In equilibrium, firms 

may have weak incentives to change prices because other firms do not change their prices.24  

At the time of the shock, firms are quite confident that they are in the low regime (recall that a prior 

close to zero implies high precision of the prior). Hence the value of additional information is low and 

buying signal z is not likely to be optimal. Furthermore, the endogenous price level refers to the previous 

period. Hence, in the first periods, few firms find it optimal to change price. By waiting until more 

information is revealed by other firms via തܲ, a firm can save menu and/or information costs. Since few firms 

change price, the price level changes relatively little and, therefore, signal തܲ continues to indicate that 

nominal demand is likely to be low.25 This is where the information externality slows down the response. In 

subsequent periods, as more and more firms change their prices, the price level rises and induces an 

increasing number of firms to change their prices (see Panels C and D in Figure 3). When the posterior 

approaches ½ and estimate of the current state becomes more uncertain, firms choose to purchase additional 

information and, thus, inflation accelerates further (see Panel C, Figure 3). As the price level approaches one, 

the incentive to change prices at the firm level falls because the state is now more certain. Thus, inflation 

                                                      
23 The model also generates forecast disagreement across firms because firms receive idiosyncratic signals thus 
qualitatively matching evidence presented in Mankiw et al. (2004). However, because of the binary change in the 
unobserved state yt, forecast disagreement increases after a change in yt which is inconsistent with evidence presented in 
Coibion and Gorodnichenko (2008).  
24 Ball and Cecchetti (1988) use similar logic to explain endogenous staggering of pricing decisions. In contrast to this 
paper, Ball and Cecchetti treat the frequency of price adjustment as exogenous.  
25 If firms are not subject to the simplifying assumption made in section 2.6, an arbitrarily small increase in the price 
level at this stage is fully revealing the change in yt. This sharp result stems from the fact that, without noise in the 
endogenous public signal, idiosyncratic noise in private signals washes out at the aggregate level and thus any change in 
the aggregate action reveals the state of yt.   
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slows down. In summary, inflation has a hump-shaped response with a weak reaction at the time of the 

change in yt.  

Other episodes show that the response of inflation can be much faster and sharper. Consider, for 

example, regime changes between t = 80 and t = 100. At the time of the regime change, many firms continue 

to believe in the high demand. Consequently, when real-time signals z and x indicate a shift in policy, many 

firms embrace this signal and quickly move prices back to the high-demand steady state. This explains why 

the response of inflation is so quick and large.  

Inflation in this model has two active margins: intensive (average price change) and extensive 

(fraction of firms that change price). Panel D in Figure 3 plots the paths of these two. After the shock, the 

intensive margin reacts strongly. In contrast, the extensive margin has a significant sluggishness. This 

important difference in the behavior of price adjustment margins reflects the state-dependent nature of the 

problem, i.e., the fact that adjusting firms are further away from the optimal reset price than non-adjusting 

firms. Both margins are strongly correlated with inflation (Table 2). However, Table 3 shows that the 

extensive margin leads both inflation and the intensive margin while the intensive margin is coincident with 

inflation. Although inflation is persistent with a serial correlation of 0.919, there is a minute negative serial 

correlation of price changes at the firm level (-0.010) because of the Ss nature of the price setting: firms reset 

prices by large amounts and keep prices fixed until another large adjustment is needed. This result is 

consistent with the stylized fact that at the micro level price changes are not persistent. 

Even when the level of inflation converges to zero, approximately 0.5% of firms continue to adjust 

prices. This churning is determined by the fact that firms receive noisy signals about yt, and occasionally the 

signal moves the posterior enough to induce some firms to change price. In the aggregate, however, these 

individual price movements cancel out. One can have a greater fraction of firms changing price if the menu 

cost τ is smaller. On average, 5.3% of firms change price in a given period with 2.5% changing price without 

buying endogenous signal z and 2.8% after buying z. The fraction is small relative to the monthly 10-20% 

fraction reported in Bils and Klenow (2004) and other micro level studies. This is not surprising, however, 

because there are very few shocks in this economy. The mean size of price changes |Δప௧|തതതതതതത/ሺு
כ െ 

 ሻ isכ

equal to 0.485 (0.3 in the steady states) which indicates the price changes are relatively large. This result is 

consistent with large 8-10% price changes observed in the data (e.g., Klenow and Kryvtsov 2008, Dhyne et 

al. 2005). 

Panel D in Figure 2 plots the simulated hazard rate of price adjustment given the duration of the 

price spell. The hazard rate h for spell s is computed as ݄ሺݏሻ ൌ 1 െ ∑ ሺ݀  ݏ  1ሻ, / ∑ ሺ݀  ሻ,ݏ  

where dil is the duration of lth price spell for firm i. Note that the hazard function generally decreases with the 

duration of the price spell and flattens for high durations. This pattern is consistent with the empirically 

observed hazard functions (e.g., Alvarez et al. 2005a and Nakamura and Steinsson 2008). In contrast, the 

hazard function is upward sloping in typical models with fixed cost of adjustment because with the passage 

of time the price is more likely to hit the boundary of an Ss band. Models with time-dependent price 
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adjustment also have trouble matching the decreasing hazard function as, for example, in the Calvo model 

where the hazard function is flat. The downward sloping hazard function in my model stems from a 

combination of learning and persistent, discreet changes in unobserved state. When firms have reset prices 

recently, the learning about nominal demand yt is likely to continue. But if firms are likely to get more news 

about yt, further price adjustment is likely. On the other hand, if the price has been in place for a long time, 

the learning is approximately completed and hence the firm is less likely to change the price.  

The dynamics of endogenous updates of information in many respects parallels the dynamics of 

price adjustment and several points are worth highlighting. First, the frequency of endogenous updates 

increases only gradually after a shock to yt because each firm wants to free ride and learn about the regime 

change from other firms via തܲ and thus avoid paying the cost of purchasing additional information. Over 

time, as evidence about the change in yt accumulates and firms become less certain about the current regime, 

firms choose to acquire more information about yt. As the state of yt gets learned, firms switch back to being 

satisfied with minimal information about yt. Indeed, the average fraction of firms buying information in the 

steady states is only 0.2%. Second, the unwillingness of firms to purchase additional information right after 

the shock demonstrates that using cheaper but possibly suboptimal rules to interpret public signals may be 

fully rational from a firm’s perspective. This optimizing decision to stay relatively ignorant about 

developments in the macroeconomy can justify the simplifying assumption in section 2.6 since introducing 

an explicit possibility of using a more sophisticated, but costlier rule to update beliefs will not change the 

wait-and-see game and therefore the qualitative dynamics in the model. Third, the fraction of firms buying 

information is smaller than the fraction of firms changing prices. This pattern matches the stylized fact that 

firms change information less frequently than they do prices (Fabiani et al. 2005). Finally, the dynamics of 

endogenous information updates in response to an aggregate shock in my model is consistent with the 

behavior of inattention over the business cycle when inattention gradually falls for 6-10 quarters after the 

start of a recession and then returns to pre-recession levels (Coibion and Gorodnichenko 2010). Previous 

models with imperfect information cannot reproduce this important fact because in these models the 

decisions about what information to track and when to update information are based on the “average” 

behavior of the economy and thus these decisions are not tied to any particular realization of shocks in the 

economy. In contrast, my model with endogenous acquisition of information naturally generates this hump-

shaped and delayed response of (in)attention to aggregate shocks.   

3.3 Alternative information and pricing assumptions 

To better understand the contribution of different elements of the model, I present the effects of different 

information and pricing assumptions on the response of the price level and inflation to changes in nominal 

demand. Specifically, I contrast the benchmark model with the following alternatives: 1) the menu cost   is 

zero; 2) the price level തܲ is not observed; 3) there is no signal z; 4) there is no signal z and the price level തܲ is 

not observed; 5) time-dependent price setting; 6) firms are hit with idiosyncratic shocks to menu costs. These 
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cases are also interesting because they represent models previously used in the literature. Figure 5 presents 

the path of inflation for the benchmark and alternative models in response to nominal demand switching 

from low to high when the economy is in the low-demand steady state.  

If there is no menu cost, there is no information externality and no incentive to postpone price 

adjustment.26 Consequently, all firms change prices and reveal their private information. The price level 

aggregates information and transmits a strong public signal to firms about a change in nominal demand. This 

public signal coordinates actions of firms and stimulates further price adjustments. For this reason, inflation 

does not have significant inertia. Relative to the benchmark case, the half-life of the price level adjustment 

decreases to only 4 periods and the persistence of inflation is much smaller (Table 4). To emphasize, the 

scenario with zero menu costs shows that the delayed response of inflation is not an artifact of bounded 

rationality of firms but a genuine result stemming from the wait-and-see game discussed above.27  

When the price level is not observed, firms’ price setting is governed by private signals only and 

there is no coordination of firms’ actions by the price level, an endogenous public signal. At the time of a 

regime change, a firm receives a private signal about the change. There is no incentive to wait until more 

information is revealed by other firms because the price level is not observed by firms. Consequently, 

inflation jumps on impact and peaks shortly after the change. The amplitude of the inflation response is much 

larger than in the benchmark case. Autocorrelations and cross-correlations decay faster than in the 

benchmark case (Table 5). Furthermore, the intensive margin now does not lead inflation and the extensive 

margin. The half-life of the price level adjustment falls to 3 periods and serial correlation of inflation falls 

from 0.919 to 0.802 (Table 4). The observation that eliminating of an additional signal (the price level) 

accelerates prices adjustment may seem striking as the reduction in the number of signals might be expected 

to slow down learning about the state of yt. However, this result highlights the central point of the paper. If 

the price level signal is available to firms, there is a strong incentive to postpone price adjustment until more 

information is revealed by other firms and then delayed adjustment at the micro level is propagated through 

general equilibrium effects described in the previous section to the macro level. In turn, slow adjustment at 

the macro level delays adjustment at the micro level and thus further delays subsequent adjustment at the 

macro level. These general equilibrium effects are so strong that the speed of price adjustment falls when 

firms can observe the price level. If the price level signal is not available to firms, firms cannot learn from 

other firms, there is no general equilibrium feedback between micro and macro levels of price adjustment 

and, thus, price adjustment is completed quickly.  

                                                      
26 Even if the menu cost is zero, the price level is not fully revealing in my model and, thus, firms continue to use both 
current and past signals about the state of nominal demand. By using past signals, firms improve the precision of the 
posterior and thus it is never optimal to use only current signals.  
27 Note that in my parameterization it is never optimal to buy information because the price is always set to the optimal 
given the posterior and the gains from additional information are not large enough to compensate for the cost of 
additional information. Because signal x is noisy, firms reset their prices every period (with probability 1) and, hence, 
the extensive margin does not vary with changes in the money regime. Here, inflation and the average price change are 
equivalent. 
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Interestingly, Woodford (2003) can generate delayed, hump-shaped response of inflation in an 

economy with dispersed information and no menu costs. He makes a strong assumption that firms can’t 

observe past prices and one may have expected that making past prices (e.g., തܲ௧ିଵ) observable can make 

inflation response faster and even eliminate the hump. Yet, my results demonstrate that observability of past 

prices can make adjustment slower. 

By comparing the zero-menu-cost and unobserved- തܲ scenarios with the baseline, one can clearly see 

the practical implication of the information externality. When there is a nominal shock, few firms may 

choose to change their prices because most firms want to see what other firms think about fundamentals. By 

waiting another period, a firm can get a better idea about the current state of aggregate demand by observing 

the price level that reveals information available to other adjusting firms. In addition, by waiting another 

period, a firm can save the menu and/or information costs, that is, in light of new information the current 

price may be just fine. But if individual prices change only by little, the price level then changes by a small 

increment. This smaller change in the price level communicates to firms that nominal demand has probably 

not changed and consequently there is no need to change price. If so, there is little price adjustment at the 

firm level in subsequent periods. This circularity makes price adjustment sluggish and this is the place where 

the information externality slows down the response. In summary, although there is no built-in real rigidity, 

there is an endogenous rigidity induced by the information externality.28 

One can also see now how the information externality is related to real rigidity. As described by Ball 

and Romer (1990, p. 184), “Rigidity of prices after a nominal shock is a Nash equilibrium if the gain to a 

firm from changing its nominal price, given that other nominal prices are unchanged, is less than the cost of 

changing price. … [R]eal rigidity reduces the gain from adjustment [and] increases the range of nominal 

shocks for which nonadjustment is an equilibrium.” Blanchard and Kiyotaki (1987) show that a market 

demand externality is the source of real rigidity in the standard models with monopolistic competition in 

goods markets. A firm does not want to reset its price when other firms keep their prices fixed because the 

firm can lose its market. In contrast, price rigidity in my model arises endogenously as an equilibrium 

outcome due to the information externality. A firm observes other firms’ fixed prices and concludes that 

there is a consensus view that the aggregate shock is small or not likely and therefore there is no need to 

change the price. But if the price is not changed, then this consensus belief becomes self-enforcing since each 

firm does the same exercise. 

In the case when signal z is not available, the amplitude of the inflation response is greatly 

attenuated. Furthermore, inflation peaks much later than in the benchmark case and the decay after the peak 

                                                      
28 The focus of this paper is on a menu cost economy, but a similar intuition applies to models with time-dependent 
pricing and firms filtering an endogenous public signal because non-adjusting firms do not change their prices and, 
hence, do not reveal their private information. In those models, however, private information gets entrapped by the 
virtue of the time-dependent pricing rather than endogenously. Exogenously determined price change slows down 
learning about nominal shocks but time-dependent pricing cannot generate an equilibrium in which price adjustment is 
slow due to a firm’s decision to wait until more information is revealed by price adjustment of other firms. Therefore, 
signal extraction can make adjustment of prices slower but inflation necessarily jumps at the time of the nominal shock. 
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is slow because there is a thick tail of firms that have not learned about the change and have not changed 

price. In contrast, in the baseline specification, inflation accelerates rapidly and the tail disappears quickly 

because the price level transmits more information about yt from firms that bought additional signals. For this 

reason, the half-life of the price level adjustment increases from 12 periods in the benchmark model to 18 

periods in the alternative model with no endogenously acquired signal. In addition, persistence of inflation 

increases (Table 4). The qualitative pattern of leads and lags in inflation and adjustment margins is similar to 

the benchmark case (Table 5). However, the autocorrelations and cross-correlations are larger at longer 

horizons, reflecting the thick tail of firms that learn slowly about the change.29 In short, although the 

endogenous acquisition of information affects the speed of price adjustment, it does not change the 

qualitative results.  

In the case when neither z nor തܲ is observed, inflation jumps at the time of the regime change and 

peaks early but the decay in inflation is slow. An early peak is determined by the lack of coordination; that is, 

there is no transmission of information via the price level across firms. A slow decay reflects that firms 

cannot buy information or learn it from other firms to alleviate uncertainty and, thus, there is a thick tail of 

firms that have received signals more likely to be observed in the low regime. In the end, however, the 

persistence of inflation falls to 0.862 (Table 4), the half-life of the price level adjustment decreases to 5 

periods, and the intensive margin does not lead inflation and the extensive margin (Table 5).  

Now consider a model with a Calvo-type price setting and perfect information. In this model, each 

firm has a 25% probability of having an opportunity to reset its price (Calvo parameter). By construction the 

Calvo model does not have an extensive margin because the fraction of adjusting firms is fixed. Furthermore, 

because there is no strategic interaction in price setting across firms, the price change at the firm level takes 

only two values ு,௩
כ െ ,௩

כ  or ,௩
כ െ ு,௩

כ  where ு,௩
כ  and ,௩

כ  are optimal reset 

prices in high and low regimes. Therefore, the only reason why the price level does not adjust 

instantaneously is that only a fraction of firms is allowed to change prices. Indeed, inflation jumps at the time 

of the regime change and then gradually falls to zero at the Calvo rate. The half-life of price adjustment in 

the Calvo-type model is only 3 periods and serial correlation of inflation is only 0.658. This lack of inertia 

sharply contrasts with the slow-moving response in my model.30  

Bils and Klenow (2004) and others report the firms appear to be hit with large idiosyncratic shocks 

that lead to frequent price adjustments. In my model, firms receive private informational shocks which can 

push firms into price adjustment even when aggregate factors do not change. However, one might be 

interested in the effects of non-informational shocks (e.g., productivity) inducing price adjustments. Since 

my model does not have an explicit production function, markup or the like, I follow Dotsey et al. (1999) and 

model these firm-specific innovations as shocks to the menu cost. To simplify computation, I set that in each 
                                                      
29 Note that this and other alternative scenarios have different cumulative inflation because alternative assumptions and 
parameterizations affect “steady-state” price levels.  
30 If firms are free to choose the timing of their price changes and information is perfect, price adjustment is completed 
instantaneously. Hence, nominal shocks have no real effects.  
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period there is a 25 percent chance for any given firm to get a shock that enables this firm to reset its price 

for free.  Thus, at least 25 percent of firms reset prices every period, which roughly matches magnitudes 

reported in micro level studies (e.g. Nakamura and Steinsson 2008).  

One might have expected that idiosyncratic shocks are likely to make nominal shocks neutral in the 

sense that aggregate price level adjustment is completed faster than in the absence of idiosyncratic shocks 

because a fraction of firms is not “waiting” for other firms to adjust prices. Indeed, the impulse response of 

inflation with idiosyncratic shocks has a jump on impact and inflation accelerates faster than in the 

benchmark case. Yet, the qualitative shape of the inflation response is similar to the response in the 

benchmark case. There are several factors that slow down the response of inflation. First and most 

importantly, although idiosyncratic shocks make the price level more informative and hence accelerates 

learning and price adjustment, a more informative price level carries a greater weight in filtering and 

therefore reaction to private information is smaller which slows down learning and price adjustment.31 This 

important equilibrium effect induces firms to adjust prices by small amounts at the time of a nominal shock 

and hence inflation jumps only by a small amount. Because the price level is not fully revealing, small 

changes in the price level lead to small price adjustments at the micro level and consequently gradual price 

adjustment at the macro level. However, a more informative price level makes learning quicker and, hence, 

inflation accelerates faster than in the benchmark case. Second, optimal reset price is concave (convex) in the 

posterior when the posterior is close to unity (zero). Hence, price changes are smaller than changes in the 

posterior when firms are relatively certain about the current state of yt. Furthermore, by Jensen’s inequality, 

the change in the aggregate price level is smaller than the change in the average posterior. Thus, even when 

firms are free to reset prices, the price level changes only by small increments at the time of a nominal shock. 

Note that although idiosyncratic shocks significantly affect the fraction of firms adjusting prices, they only 

marginally affect the persistence of inflation relative to the benchmark case. At the same time, intensive and 

extensive margins are more strongly correlated with inflation than in the benchmark case (Table 4). In this 

case, neither intensive nor extensive margins lead inflation. Although the half-life falls from 12 periods to 9 

periods, the change is not dramatic given that 25% of firms are free to reset prices every period. 

In summary, the benchmark model strikes a balance between inertia and the timing of the response. 

The availability of additional costly information does not change the qualitative response of inflation per se 

(i.e., hump shape), but it does change the persistence of inflation. Importantly, it is the combination of menu 

costs and the endogenous price level signal that delivers the main results. To reiterate, menu costs trap 

private information so that the price level does not aggregate information completely. Furthermore, the price 

level informs firms about yt and creates incentives to wait (not change price) until more information is 

revealed by other firms via the price level. But if individual prices change by a little, the price level changes 

by a little and induces firms to postpone price changes. Thus, the information externality and menu costs 

                                                      
31 See Amador and Weill (2007) for a more formal derivation of this result in a model where agents filter private and 
endogenous public signals and the weight on the public signal is determined in equilibrium. 
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reinforce each other and make price adjustment sluggish. If the menu cost is zero or the price level is not 

observed, inflation becomes much less inertial because there is no incentive to delay price change (no 

information externality). Specifically, inflation peaks immediately or shortly after the change in nominal 

demand and then it quickly decays to zero. It is also clear that large idiosyncratic shocks do not necessarily 

destroy the delayed response of inflation.  

3.4 Comparative statics 

In this section, I consider how changes in the precision of signals x (ߪఌ) and z (ߪ), the menu cost , cost of 

an additional endogenously acquired signal ߦ, and persistence of nominal demand  influence the policy 

function, optimal reset price, equilibrium conditional distribution of the price level ߶ு
כ  and several statistics 

describing price setting.  

Increasing the persistence of yt from ߣ ൌ0.95 to ߣ ൌ0.96 raises the average duration of regimes from 

20 quarters to 25 quarters. This greater duration makes the option of updating information more valuable 

and, hence, optimal on a greater number of occasions (see Panel B in Figure 6). Greater persistence of yt 

implies that a set price is likely to be in place for a longer time. Hence, when firms set their prices, the 

effective horizon increases and the cost of buying additional information can be spread over a greater number 

of periods. Hence, the acquisition of costly information becomes more attractive.32 Conversely, if ߣ is small, 

it may be optimal to never buy information because that information quickly becomes obsolete in a fast-

changing environment.  

The increase in the persistence affects the equilibrium conditional distribution of the price level 

(Panel A, Figure 7). The mass is reallocated towards the endpoints of the admissible price range. The 

distribution becomes more concentrated and spiked than in the benchmark distribution. The reason is that 

firms buy additional information in a greater number of situations and, hence, have a more precise estimate 

of the current state of yt. This better information at the firm level is further reinforced with the equilibrium 

effect that the price level becomes more informative; that is, the distribution of the price level has a much 

greater mass at the end points of the price range.  

Finally, the optimal reset price, now crosses the 45 line only once at ߤ ൌ½ due to the fact that the 

price level is now more informative. This makes firms more certain about nominal demand yt and, hence, the 

motive to set a lower price to catch the possibility of being in another regime is weak.  

Now consider the case with a more precise signal z. Specifically, I reduce the standard deviation of 

the noise ߞ in the signal z from 0.25 to 0.225. A more informative signal z makes buying information more 

attractive. The consequences are similar to raising the persistence of yt. The region of buying information 

increases (Panel C, Figure 6). The average fraction of firms buying information increases to 4.7% (Table 6). 

                                                      
32 If the persistence is increased further, the “buy information” regions connect. In those situations, it does not pay to 
wait until more signals arrive and only then change price or buy information. Instead, waiting entails forgone profits 
greater than the cost of buying information. 
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The equilibrium distribution of the price level conditional on the regime has greater spikes (Panel B, Figure 

7) because firms buy information more frequently and, hence, the price level becomes more informative. 

Inflation becomes less inertial. The optimal reset price crosses the 45 line only once and has a distinct s-

shape.  

Reducing the cost of signal z leads to similar results. Firms choose to buy information more 

frequently (Panel F, Figure 6). This makes the price distribution spikier (Panel E, Figure 7), inflation less 

inertial and optimal reset price always above the 45 line for ߤ ½ and always below the 45 line for ߤ ൏½ 

(Panel E, Figure 8). 

When I increase the standard deviation of the noise ߝ in the signal x from 0.7 to 0.8, the option of 

buying information becomes somewhat more attractive but the spikes in the equilibrium distribution of the 

price level are now shifted towards the center (Panel C, Figure 7). Furthermore, the optimal reset price 

crosses the 45 line three times as in the benchmark case but in contrast to the benchmark case the optimal 

reset price bends more toward the center when the posterior is close to zero or one (Panel C, Figure 8). There 

are two opposing effects in this case. On the one hand, a greater “buy information” region leads to the effects 

described above. On the other hand, a less precise signal x works in the other direction, that is, makes the 

price level less informative. In equilibrium the second effect dominates the first. Because the price level is 

less informative, inflation becomes more persistent (Table 6).  

Increasing the menu cost  from 0.035 to 0.045 makes the option of updating prices without buying 

information less favorable (Panel E, Figure 6). Clearly, the decision to buy information depends on the cost 

of changing prices because after buying information a firm can choose to update price. Why should a firm 

buy information if it is not going to change its price given a larger menu cost? After all, no firm wants to let 

information become obsolete. Indeed, the firm should buy information only if there is a good chance it is 

going to change its price. However, there is another force to be considered. Because price changes are more 

costly, firms should be more certain about the environment before they change their price. This increased 

caution induces firms to buy information more frequently. In the end, the second motive dominates and the 

region of “buy information” increases. A greater occurrence of endogenous purchases of information makes 

the price level more informative. On the other hand, greater menu costs exacerbate the information 

externality thus making price adjustment more sluggish and the price level less informative. In summary, the 

second effect dominates and the distribution of the price level is shifted towards the center. Predictably, a 

greater menu cost raises the size of the average absolute price change from 0.485 to 0.595.  

One can draw several lessons from these comparative statics. First, the equilibrium distribution of 

the price level is highly sensitive to the frequency at which firms buy information. Specifically, the 

equilibrium distribution generally becomes concentrated in the regions close to the end points of the price 

range when firms buy information more frequently. Second, an increased concentration of the price 

distribution represented by spikes generally makes the price level more informative and, hence, reduces the 

persistence of inflation. Third, equilibrium effects play an important role in determining the optimal policy 
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and optimal reset price. Also, because of the equilibrium effects, the responses are highly non-linear in 

parameter values.  

4 Extensions 

4.1 Large shocks 

To study the effects of big changes in monetary policy, one could introduce more states of the money regime 

into the model. However, even the present two-state version of the model can provide intuition of what one 

can get with more money regimes. Suppose one can rank regimes from low to high. If monetary policy 

switches from one regime to another, adjacent regime, it may be difficult for agents to discern the change 

because the likelihood ratio of the signals is likely to be close to one. Hence, price adjustment is gradual. On 

the other hand, if the change in the money regime is greater (that is, regime switches to a more “distant” 

one), agents can learn more quickly about the change because the likelihood ratio is going to be significantly 

different from one. It follows that the real impact of a large nominal shock is likely to be small (less than 

proportional) because price adjustment in this case is faster than in the case with a “small” nominal shock.  

4.2 High inflation 

Although my model does not have a regime consistent with high inflation, the intuition behind my main 

results suggests that the cost of disinflation in a high inflation economy should be smaller than the 

proportionally rescaled cost of disinflation in a low inflation economy. Indeed, the previous sub-section 

suggests that large changes are easier to discern for agents and, hence, the real cost of stopping high inflation 

can be small when compared with the cost of a small to moderate disinflation. In principle, the cost of 

reducing inflation from 100% to 10% may have smaller real effects than reducing inflation from 2% to 1%. 

Therefore, “shock therapy” may be a good policy prescription for significant disinflations.  

There can be, however, another channel that diminishes the real effects of stopping high inflation. 

Recall that information is a non-rival good and, hence, when demand for information is high, the cost of 

producing information can be spread over many customers and the price of information falls. As a result, 

information is cheaper and more abundant and precise. Indeed, Carroll (2003) and Veldkamp (2006b) report 

that the frequency of words associated with inflation in newspapers increases with the level of inflation. One 

can find inflation reports, exchange rate quotations, and macroeconomic forecasts in economies with high 

inflation more frequently than in economies with low inflation. In my model, less expensive additional 

signals z, or more precise free signals x result in lower inflation inertia. In the limit when information is 

perfect, price adjustment is instantaneous. Thus, the real effects of money shocks are likely to be small. In 

short, the endogenous acquisition of information can explain costly disinflation in low inflation environments 

(Gordon 1982) and essentially costless disinflation in hyperinflation economies (Sargent 1986). 
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4.3 Strategic complementarity  

If there is strategic complementarity, firms may have an incentive to conceal their information to convince 

other firms that demand is different from what it actually is. In other words, firms may intentionally distort 

signals they send to other firms (see, e.g., Andersen and Hviid 1994, Caplin and Leahy 1994). Because 

communication between firms becomes “noisier”, the degree of rigidity induced by the information 

externality increases and, hence, price adjustment could become more sluggish.33  

Strategic complementarity affects the response of inflation in another way. Given strategic 

complementarity in demand, adjusting firms choose to under-react to any shock because otherwise they 

would lose their markets to competitors. But if adjusting firms change their prices by a little, the price level 

changes slightly. A small change in the price level can indicate a small probability of a regime change. Given 

the information content of the price level, firms will have a weaker incentive to change price in subsequent 

periods. Hence, the information externality and strategic complementarity can reinforce each other. This 

mechanism can be further amplified if firms coordinate on what information they choose to focus on 

(Hellwig and Veldkamp 2009). These mechanisms combined can make price adjustment even more sluggish.  

5 Concluding remarks 
This paper develops a model with state-dependent pricing and acquisition of information. The model 

generates endogenous rigidity in price setting and a sluggish, hump-shaped response of inflation to nominal 

shocks. This result sharply contrasts with previous findings for models with state-dependent pricing. The 

model also matches qualitatively many stylized facts about price setting and acquisition of information.  

The paper emphasizes the key role of the information externality in generating the results. 

Specifically, private information is not communicated to other firms because firms may find it suboptimal to 

change prices in the presence of fixed costs of adjustment. Furthermore, privately-borne costs create 

incentives for firms to postpone price adjustment until more information is revealed by the actions of other 

firms via the endogenous price level which aggregates private information about nominal demand by 

aggregating firm-level prices. If firms delay their price adjustment in anticipation of more information being 

revealed by the price level, the price level adjustment is delayed, further delaying the subsequent response of 

firms’ prices and, consequently, the price level to nominal shocks. In summary, there are important 

equilibrium effects in how firms respond to shocks; that is, pricing policies at the firm level affect the 

behavior of aggregate variables and vice versa. The same logic applies to endogenous acquisition of 

information.  

A number of simplifying assumptions are made to highlight the interplay between the information 

externality, menu costs, and price adjustment. These assumptions make the model abstract and not 

                                                      
33 If there is a non-anonymous firm with better information (informational leader), price adjustment will be completed 
faster since the price of the informational leader works like an additional signal provided that the leader does not use its 
price to profit from confusion of other firms. If the informational leader is anonymous (i.e., firms do not observe the 
price of the informational leader), then the implications for aggregate dynamics are similar to the case when the 
precision of signal x is increased. 
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appropriate for quantitative exercises. The way to approach this paper is the way economists think about, for 

example, Caplin and Spulber (1987). That pathbreaking paper and much of the subsequent literature studying 

menu-cost economies show an important qualitative result that under certain circumstances state-dependent 

pricing can lead to neutrality of nominal shocks. Likewise, this paper presents qualitative results that 

hopefully could change the way we approach models with state-dependent pricing, i.e., with imperfect 

information and endogenous public signals state-dependent pricing can entail significant non-neutralities of 

nominal shocks. Future work should be directed toward incorporating the main ideas of the paper into a fully 

articulated, more realistic, dynamic stochastic general equilibrium model to assess the quantitative 

importance of these ideas.  
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Table 1. Classification of models 

Information 
Prices 

Fixed 
Flexible 

Menu costs Fixed duration Endogenous duration 

Perfect 

Spulber&Caplin (1987) 
Caplin&Leahy (1991, 1997) 

Gertler&Leahy (2008) 
Golosov&Lucas (2007) 

Dotsey et al.  (1999) 
Burstein (2006) 
Midrigan (2006) 

Calvo (1983) 
Taylor (1980) 
Fischer (1977) 

 

Ball&Mankiw (1994) 
 

Kiley (2000) 
Classical 

 

Imperfect, 

exogenous 

Present model 
 

 
Ball&Cecchetti (1988) 

 
Erceg&Levin (2003) 

 

Bonomo&Carvalho (2004) 
 

Caballero (1989) 
 

Alvarez et al. (2010) 
 

Lucas (1972) 
Mankiw&Reis (2002) 

Reis (2006) 
Woodford (2003) 
Lorenzoni (2009) 

Mackowiak&Wiederholt (2009) 
Rondina (2007) 

Amador&Weill (2010) 
Hellwig&Veldkamp (2009) 

Imperfect, 

endogenous 
Present model -- -- 

Grossman and Stiglitz (1976, 
1980) 
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Table 2. Correlations: Baseline parameterization 

 

|Inflation| 
Extensive 

margin  

Fraction  
of firms that 
change price 

only 

Fraction  
of firms  

that  
update  

info 

Intensive 
margin  

|Inflation| 1.000     

Extensive margin 0.766 1.000    

Fraction of firms that 
change price only 

0.856 0.639 1.000   

Fraction of firms that 
update information 

0.978 0.742 0.825 1.000  

Intensive margin 0.973 0.737 0.934 0.972 1.000 

 

Note: Intensive margin is the average price change. Extensive margin is the fraction of firms that 
change price. |Inflation| means that correlations are reported for the absolute value of inflation.  
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Table 3. Autocorrelation and cross correlations: Baseline parameterization 

Lags 

Cross correlation of |inflation| to 
Intensive 
margin to 
extensive 
margin 

|Inflation| 
Extensive 

margin 

Fraction of 
firms that 

change price 
only 

Fraction of 
firms that 

update 
information 

Intensive 
margin 

(1) (2) (3) (4) (5) (6) (7) 

-10 0.124 0.295 0.071 0.145 0.122 0.118 

-9 0.171 0.352 0.105 0.197 0.170 0.154 

-8 0.232 0.409 0.147 0.264 0.230 0.198 

-7 0.313 0.478 0.202 0.348 0.306 0.250 

-6 0.408 0.553 0.269 0.446 0.396 0.307 

-5 0.508 0.617 0.345 0.554 0.496 0.367 

-4 0.610 0.660 0.432 0.665 0.601 0.432 

-3 0.713 0.687 0.528 0.773 0.708 0.503 

-2 0.822 0.716 0.633 0.873 0.815 0.580 

-1 0.919 0.744 0.748 0.950 0.911 0.660 

0 1.000 0.766 0.856 0.978 0.973 0.737 

1  0.660 0.904 0.921 0.954 0.762 

2  0.572 0.908 0.829 0.895 0.763 

3  0.492 0.887 0.721 0.817 0.752 

4  0.425 0.850 0.605 0.729 0.733 

5  0.366 0.799 0.484 0.633 0.695 

6  0.311 0.731 0.366 0.531 0.638 

7  0.254 0.642 0.265 0.431 0.570 

8  0.198 0.542 0.186 0.341 0.502 

9  0.154 0.447 0.128 0.265 0.438 

10  0.118 0.366 0.084 0.204 0.373 
 

Note: Cross correlation of variable x to variable y is computed as ߩሺݔ௧,  ௧ାሻ. Intensive margin isݕ
the average price change. Extensive margin is the fraction of firms that change price. In column 
(2) autocorrelation is for inflation while in columns (3)-(6) cross correlations are for the absolute 
value of inflation (price change). |Inflation| means that correlations are reported for the absolute 
value of inflation. 
 

 

 

 

  



 
 

 

Table 4. Alternative models: Summary statistics 

model 

Serial 
correlation 

of 
|inflation| 

fractions correlation of  
|inflation| with 

correlation 
between 
extensive 

and 
intensive 
margins 

keep 
price 

change 
price 
only 

update information 

keep 
price 

change 
price 

intensive 
margin 

extensive 
margin 

Baseline 0.919 0.941 0.025 0.007 0.028 0.766 0.973 0.737 

No endogenous information 0.935 0.918 0.082 - - 0.694 0.982 0.643 

No price level 0.802 0.737 0.030 0.171 0.062 0.911 0.982 0.896 

No endogenous information, No 
price level 

0.862 0.840 0.160 - - 0.988 0.978 0.964 

No menu cost 0.754 0.000 1.000 0.000 0.000 1.000 - - 

Calvo 0.658 0.750 0.250 - - 1.000 - - 

Idiosyncratic shocks 0.894 0.689 0.266 0.022 0.024 0.994 0.962 0.950 

 

Note: The table reports summary statistics for different information scenarios. The case of “no endogenous information” corresponds to the 
case where signal zit is not available to firms. The case of “no price level” corresponds to the case where the price level is not observed by 
firms. “Idiosyncratic shocks” corresponds to the scenario where firms are randomly hit with firm-specific shocks to menu costs. See text for 
further details. |Inflation| means that correlations are reported for the absolute value of inflation. 
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Table 5. Alternative models: Cross-correlations  

Lags 

No endogenous information Price level is not observed 
No endogenous information 
Price level is not observed 

|inflation| to 
Intensive 
margin to 
extensive 
margin 

|inflation| to 
Intensive 
margin to 
extensive 
margin 

|inflation| to 
Intensive 
margin to 
extensive 
margin 

Extensive 
margin 

Fraction of 
firms that 

update 
information 

Intensive 
margin 

Extensive 
margin 

Fraction of 
firms that 

update 
information

Intensive 
margin 

Extensive 
margin 

Fraction of 
firms that 

update 
information

Intensive 
margin 

(1) (2) (3) (4) (5)  (6) (7) (8) (9)  (10) (11) (12) (13) 

-8 0.430 0.008 0.570 0.505  -0.030 -0.021 -0.024 0.017 0.049 -0.013 0.047 0.118 
-7 0.470 0.007 0.635 0.526  -0.016 -0.008 -0.015 0.061 0.090 -0.015 0.083 0.167 
-6 0.509 0.014 0.700 0.545  0.002 0.015 0.005 0.131 0.145 -0.021 0.134 0.230 
-5 0.544 0.019 0.764 0.562  0.042 0.065 0.037 0.221 0.219 -0.025 0.206 0.308 
-4 0.572 0.016 0.824 0.578  0.109 0.150 0.105 0.339 0.318 -0.021 0.302 0.399 
-3 0.593 0.017 0.878 0.592  0.240 0.310 0.220 0.465 0.459 -0.019 0.435 0.512 
-2 0.615 0.022 0.924 0.606  0.470 0.577 0.433 0.615 0.643 -0.030 0.612 0.651 
-1 0.637 0.024 0.958 0.620  0.778 0.909 0.744 0.772 0.846 -0.032 0.814 0.811 
0 0.694 0.026 0.982 0.643  0.911 0.919 0.982 0.896 0.988 -0.029 0.978 0.964 
1 0.622 0.017 0.965 0.634  0.763 0.641 0.797 0.822 0.831 -0.007 0.903 0.900 
2 0.595 0.015 0.937 0.625  0.607 0.361 0.496 0.528 0.668 -0.027 0.729 0.728 
3 0.575 0.020 0.895 0.609  0.458 0.182 0.278 0.298 0.527 -0.029 0.547 0.546 
4 0.561 0.017 0.843 0.587  0.336 0.083 0.144 0.151 0.411 -0.024 0.398 0.397 
5 0.545 0.014 0.784 0.560  0.221 0.032 0.065 0.066 0.319 -0.023 0.282 0.280 
6 0.526 0.000 0.718 0.525  0.133 0.002 0.022 0.017 0.241 -0.009 0.192 0.191 
7 0.505 0.001 0.651 0.486  0.064 -0.017 -0.004 -0.010 0.176 -0.009 0.127 0.126 
8 0.486 0.001 0.583 0.444  0.018 -0.026 -0.019 -0.027 0.123 -0.015 0.076 0.075 

 
Note: Cross correlation of variable x to variable y is computed as ߩሺݔ௧,  ௧ାሻ. Intensive margin is the average price change. Extensive margin isݕ
the fraction of firms that change price. The case of “no endogenous information” corresponds to the case where signal zit is not available to firms. 
The case of “no price level” corresponds to the case where the price level is not observed by firms. |Inflation| means that correlations are reported 
for the absolute value of inflation. 
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Table 6. Comparative statics: Summary statistics  

model 

Serial 
correlation 

of 
|inflation| 

 
Average fraction of 
firms changing price

Average absolute 
price change 

 
Average fraction of 

firms buying 
information 

 
Full 

sample 
Steady 
state 

Full 
sample 

Steady 
state 

 
Full 

sample 
Steady 
state 

(1) (2)  (3) (4) (5) (6)  (7) (8) 

Baseline 0.919  5.25% 0.54% 0.485 0.301  3.45% 0.16% 
λ = 0.96 0.914  3.73% 0.45% 0.559 0.326  3.51% 0.23% 
σζ = 0.225 0.824  4.78% 0.44% 0.623 0.310  4.65% 0.30% 
σε = 0.800 0.931  3.31% 0.28% 0.556 0.477  4.38% 0.42% 
τ = 0.450 0.933  3.39% 0.20% 0.595 0.532  4.43% 0.36% 
ξ = 0.125 0.829  5.11% 0.42% 0.627 0.361  5.23% 0.35% 

 

Note: Each row corresponds to the benchmark model with a structural parameter modified as 
shown in column (1). Steady state corresponds to the subsample with absolute price level change 
less than 0.001. |Inflation| means that correlations are reported for the absolute value of inflation. 
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Figure 1. Flow of information, actions and states 
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Figure 2. Policy function 

 Panel A: Policy function  Panel B: Optimal reset price 

 

 Panel C: Distribution of the price level in the  Panel D: Hazard function for price adjustment 
 high nominal demand regime, H  

 

Notes: Panel A plots regions of actions as a function of two state variables: price and posterior probability of nominal 
demand being high. Panel B plots the optimal reset price as a function of the posterior probability of nominal demand 
being high. The broken (45) line is the optimal frictionless reset price ௧

#. Panel C plots the equilibrium distribution of the 
price level തܲ conditional on nominal demand being high. The conditional distribution of തܲ given the low regime is 
symmetric to the presented distribution around 0.5. Panel D plots the probability of price adjustment given that price 
remained fixed for a given number of periods (duration of the price spell). Baseline parameterization in all panels. 
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Figure 3. Simulated path of price level, inflation and actions.  

 Panel A: Price level and nominal demand Panel B: Inflation and nominal demand 

 
 Panel C: Frequency of actions Panel D: Intensive and extensive margins of inflation  

 

Notes: This figure plots a typical path of the price level. The model (baseline parameterization) is simulated for 4,200 periods and the first 4,000 periods are 
discarded. Shaded area indicates times when nominal demand is high. Panel C: fraction of firms changing price is the share of firms changing price without 
purchasing additional signal zit.  Panel D: intensive (average price change) and extensive (fraction of firms changing price). 
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Figure 4. Evolution of the cross-sectional density of firm-level prices and posteriors 

 
Note: Panel A plots the evolution of the distribution of firm-level prices. Panel B plots the evolution of the distribution of firm-level posteriors. 
t = 138 is the time of change in the money regime, which corresponds to the regime change in Figure 3.  
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Figure 5. Impulse response of inflation under alternative information and pricing scenarios. 

 

Note: This figure plots the impulse response of inflation when nominal demand changes from low to high and the economy starts from the low-
demand steady state. These impulse responses correspond to the event of the regime change at t = 138 in Figure 3. The case of “no z and no P” 
corresponds to the scenario where the price level is not observable to firms and signal zit is not available to firms. Line “Idiosyncratic shocks” 
corresponds to the scenario where firms are randomly hit with firm-specific shocks to menu costs. See text for further details. 
 

  

0 5 10 15 20 25 30 35 40 45 50

0

0.05

0.1

0.15

0.2

0.25

time

in
fla

tio
n

baseline                                                    .
no endogenously acquired signal z
price level P is not observed
no z and no P
no menu cost
Calvo
Idiosyncratic shocks



 41

Figure 6. Comparative statistics: Regions of actions 

 

 

 

Note: “Benchmark” (Panel A) corresponds the baseline parameterization of the model. Other 
panels correspond to the parameterizations with a modification indicated in the title of the panel 
to the benchmark parameterization and holding other parameters unchanged.  
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Figure 7. Comparative statistics: Equilibrium distribution of Pt 

  

  

 

Note: “Benchmark” corresponds the baseline parameterization of the model. “Alternative” 
corresponds to the parameterization with the indicated modification to the baseline 
parameterization and holding other parameters unchanged.  
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Figure 8. Comparative statics: Optimal reset price 

  

  

 

Note: “Benchmark” corresponds the baseline parameterization of the model. “Alternative” 
corresponds to the parameterization with the indicated modification to the baseline 
parameterization and holding other parameters unchanged.  
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Appendix 1. Derivations 
This appendix derives the evolution of the posterior probability of being in high nominal demand state. Without 
loss of generality, one can drop firm index i.  
Step 1: Using the Markov property of the money regime chain and the Bayes formula, one can show that  
Prሺ തܲ௧ିଵ ת ௧ݕ ൌ ுݕ ת ௧ିଵሻܫ ൌ Prሺ തܲ௧ିଵ ת ௧ݕ ൌ ுݕ ת ሾݕ௧ିଵ ൌ ுݕ  ௧ିଵݕ ൌ ሿݕ ת   ௧ିଵሻܫ

ൌ Prሺ തܲ௧ିଵ ת ௧ݕ ൌ ுݕ ת ௧ିଵݕ ൌ ுݕ ת ௧ିଵሻܫ  Prሺ തܲ௧ିଵ ת ௧ݕ ൌ ுݕ ת ௧ିଵݕ ൌ ݕ ת   ௧ିଵሻܫ
ൌ Prሺݕ௧ ൌ |ுݕ തܲ௧ିଵ ת ௧ିଵݕ ൌ ுݕ ת ௧ିଵሻܫ Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ுݕ ת ௧ିଵሻܫ Pr ሺݕ௧ିଵ ൌ ுݕ ת   ௧ିଵሻܫ

 Prሺݕ௧ ൌ |ுݕ തܲ௧ିଵ ת ௧ିଵݕ ൌ ݕ ת ௧ିଵሻܫ Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ݕ ת ௧ିଵሻܫ Pr ሺݕ௧ିଵ ൌ ݕ ת   ௧ିଵሻܫ

ൌሺAሻ Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ுݕ ת ௧ିଵሻܫ Prሺݕ௧ ൌ ௧ିଵݕ|ுݕ ൌ ுሻݕ Pr ሺݕ௧ିଵ ൌ ுݕ ת   ௧ିଵሻܫ
 Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ݕ ת ௧ିଵሻܫ Prሺݕ௧ ൌ ௧ିଵݕ|ுݕ ൌ ሻݕ Pr ሺݕ௧ିଵ ൌ ݕ ת   ௧ିଵሻܫ

ൌሺBሻ Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ுݕ ת ௧ିଵሻܫ ߣ Prሺݕ௧ିଵ ൌ ௧ିଵሻܫ|ுݕ Prሺܫ௧ିଵሻ  
 Prሺ തܲ௧ିଵ|ݕ௧ିଵ ൌ ݕ ת ௧ିଵሻܫ ሺ1 െ ௧ିଵݕሻPr ሺߣ ൌ ௧ିଵሻܫ|ݕ Prሺܫ௧ିଵሻ  

ൌሺCሻ ߶ுሺ തܲ௧ିଵ, ߣ௧ିଵሻܫ Prሺݕ௧ିଵ ൌ ௧ିଵሻܫ|ுݕ Prሺܫ௧ିଵሻ  ߶ሺ തܲ௧ିଵ, ௧ିଵሻሺ1ܫ െ ௧ିଵݕሻPr ሺߣ ൌ ௧ିଵሻܫ|ݕ Prሺܫ௧ିଵሻ  

ൌሺDሻ ߶ுሺ തܲ௧ିଵ, ௧ିଵߤߣ௧ିଵሻܫ Prሺܫ௧ିଵሻ  ߶ሺ തܲ௧ିଵ, ௧ିଵሻሺ1ܫ െ ሻሺ1ߣ െ ௧ିଵሻߤ Prሺܫ௧ିଵሻ  
where equality (A) follows from the Markov property of the chain yt; equality (B) follows from the definition of 
the transition probability (transition matrix); equality (C) follows from the definition of the conditional 
distribution of the signal തܲ; equality (D) follows from the definition of the ߤ௧. Likewise,  
Prሺ തܲ௧ିଵ ת ௧ݕ ൌ ݕ ת ௧ିଵሻܫ ൌ ߶ுሺ തܲ௧ିଵ, ௧ିଵሻሺ1ܫ െ ௧ିଵߤሻߣ Prሺܫ௧ିଵሻ  ߶ሺ തܲ௧ିଵ, ሺ1ߣ௧ିଵሻܫ െ ௧ିଵሻߤ Prሺܫ௧ିଵሻ. 

 
Step 2: One can also show that signals തܲ and x are conditionally independent, that is,  
Pr൫ തܲ௧ିଵ ת ௧ݕ|௧ݔ ൌ ݕ ת ௧ିଵ൯ܫ ൌ Pr൫ തܲ௧ିଵ|ݕ௧ ൌ ݕ ת ௧ିଵ൯ܫ Pr൫ݔ௧|ݕ௧ ൌ ݕ ת ݆ ௧ିଵ൯ forܫ ൌ ሼܪ,   .ሽܮ
This property follows from signal x being conditionally independent from the rest of the model because by 
assumption ݔ௧ ൌ ௧ݕ    .௧ is independently distributed across time and firmsߝ ௧ andߝ
 
Step 3:  
௧ߤ ؠ Prሺݕ௧ ൌ ௧ሻܫ|ுݕ ൌ P౨ሺసಹתሻ

P౨ሺሻ
ൌ P౨ሺసಹתುഥషభೣתתషభሻ

P౨ሺುഥషభೣתתషభሻ
  

ൌሺሻ P୰ሺതషభת௫|௬ୀ௬ಹתூషభሻP୰ ሺ௬ୀ௬ಹתூషభሻ

P୰ሺതషభת௫|௬ୀ௬ಹתூషభሻ P୰ሺ௬ୀ௬ಹתூషభሻାP୰ሺതషభת௫|௬ୀ௬ಽתூషభሻP୰ ሺ௬ୀ௬ಽתூషభሻ
  

ൌ
P୰ሺതషభת௬ୀ௬ಹתூషభሻ P୰ሺ௫|௬ୀ௬ಹሻ

P୰ሺതషభת௬ୀ௬ಹתூషభሻ P୰ሺ௫|௬ୀ௬ಹሻାP୰ሺതషభת௬ୀ௬ಽתூషభሻ P୰ሺ௫|௬ୀ௬ಽሻ
  

ൌሺሻ P୰ሺതషభת௬ୀ௬ಹתூషభሻ టಹሺ௫ሻ

P୰ሺതషభת௬ୀ௬ಹתூషభሻ టಹሺ௫ሻାP୰ሺതషభת௬ୀ௬ಽתூషభሻ టಽሺ௫ሻ
  

ൌሺሻ టಹሺ௫ሻሾథಹሺതషభ,ூషభሻఒఓషభାథಽሺതషభ,ூషభሻሺଵିఒሻሺଵିఓషభሻሿ 

ሼటಹሺ௫ሻሾథಹሺതషభ,ூషభሻఒఓషభାథಽሺതషభ,ூషభሻሺଵିఒሻሺଵିఓషభሻሿାటಽሺ௫ሻሾథಹሺതషభ,ூషభሻሺଵିఒሻఓషభାథಽሺതషభ,ூషభሻఒሺଵିఓషభሻሿሽ
  

ൌ
ట෩ ሺ௫ሻൣథ෩ ሺതషభ,ூషభሻఒఓషభାሺଵିఒሻሺଵିఓషభሻ൧ 

൛ట෩ ሺ௫ሻൣథ෩ ሺതషభ,ூషభሻఒఓషభାሺଵିఒሻሺଵିఓషభሻ൧ାൣథ෩ ሺതషభ,ூషభሻሺଵିఒሻఓషభାఒሺଵିఓషభሻ൧ൟ
  

where equality (A) follows from step 2; equality (B) definition of the conditional distribution for signal x; 
equality (C) follows from step 1 and the last equality uses the definitions ߶෨ ൌ ߶ு ߶⁄ , ෨߰ ൌ ߰ு ߰⁄ .  

Note that the evolution of the posterior ߤ௧  is not recursive because it depends on the information vector 
It. In other words, ߤ௧ depends not only on ߤ௧ and ሼݔ௧, തܲ௧ିଵሽ, signals received in period t, but also on the history 
of signals received before t. However, given assumption in equation (12), the conditional distribution of the 
price level is ߶ுሺ തܲ௧ିଵሻ instead of ߶ுሺ തܲ௧ିଵ,  ௧ିଵሻ and henceܫ

௧ߤ ൌ
ట෩ ሺ௫ሻൣథ෩ ሺതషభሻఒఓషభାሺଵିఒሻሺଵିఓషభሻ൧ 

൛ట෩ ሺ௫ሻൣథ෩ ሺതషభሻఒఓషభାሺଵିఒሻሺଵିఓషభሻ൧ାൣథ෩ ሺതషభሻሺଵିఒሻఓషభାఒሺଵିఓషభሻ൧ൟ
   

which is recursive in ߤ௧. ■ 
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Appendix 2. Three period model 
 
To give the reader a better sense of how incentives to wait work and to show that the wait-and-see game 
survives and generates sluggish price adjustment and hump shaped inflation response even if agents are fully 
rational, I consider a simplified version of the baseline model with the following assumptions being modified:  

1) firms are fully rational;  
2) the game continues for three periods: t = 1, 2, 3 plus initial condition t = 0;  
3) nominal demand regime permanently shifts from low to high at time t = 1 but firms do not observe the 

change; 
4) firms have non-informative priors in period t = 0 about the state of the regime;  
5) firms can choose only two prices ௧ ൌ ு

כ ؠ 1 or ௧ ൌ 
כ ؠ 0 (this assumption makes intra-temporal 

optimization very simple); 
6) initial prices at t = 0 are set equal to  ൌ 0; 
7) no endogenous acquisition of information. 

Since firm level prices can take only two values, the price level in period t is തܲ௧ ൌ  ௧ሺ݅ሻ݀݅ ൌ 
כ  ு௧ሺݏ

כ െ


 ௧ is the fraction of firms with high prices.  Because the regime change in nominal demand isݏ ሻ whereכ
permanent and firms observe only noisy signals about the state of nominal demand, the posterior probability of 

high nominal demand evolves as follows ߤ௧ ൌ
థಹሺ௫ሻఓషభ

థಹሺ௫ሻఓషభାథಽሺ௫ሻሺଵିఓషభሻ
ൌ ,௧ିଵߤሺߤ  ሻ isݔሻ and ߶ሺݔሻ where ߶ுሺݔ

the p.d.f. of the signal x in high and low states. The expected loss function is ܧሺെߨ௧ሻ ൌ ሺ௧ െ ு
כ ሻଶߤ௧ 

ሺ௧ െ 
ሻଶሺ1כ െ ௧ሻߤ  ߬ሼஷషభሽ. The problem is solved by backward induction:  

 
Period t = 3.  

Price inherited from period t = 2 is high ଶ ൌ ு
כ : 

- keep the price fixed at ு
כ : payoff = 1 െ  ଷߤ

- change the price to 
ଷߤ = payoff :כ  ߬ 

Price inherited from period t = 2 is low ଶ ൌ 
 :כ

- keep the price fixed at 
 ଷߤ = payoff :כ

- change the price to ு
כ : payoff = 1 െ ଷߤ  ߬ 

Period t = 2. 
Define continuation values of choosing high and low prices in period t = 2 as follows:  

ଷܸ,ு
כ ؠ ܧ ଷܸ,ு ൌ ܧ minሼ1 െ ,ଷߤ ଷߤ  ߬ሽ ൌ  minሼ1 െ ,ଶߤଷሺߤ ,ሻݔ ,ଶߤଷሺߤ ሻݔ  ߬ሽ Θሺݔ, ݔଶሻ݀ߤ ൌ ଷܸ,ு

כ ሺߤଶሻ  

ଷܸ,
כ ؠ ܧ ଷܸ, ൌ ܧ minሼߤଷ, 1 െ ଷߤ  ߬ሽ ൌ  minሼߤଷሺߤଶ, ,ሻݔ 1 െ ,ଶߤଷሺߤ ሻݔ  ߬ሽ Θሺݔ, ݔଶሻ݀ߤ ൌ ଷܸ,

כ ሺߤଶሻ  

where Θሺݔ, ଶሻߤ ൌ ߶ுሺݔሻߤଶ  ߶ሺݔሻሺ1 െ  ଶሻ is the density. This integration makes the solutionߤ
algebraically complicated. 
 
Price inherited from period t = 1 is high ଵ ൌ ு

כ : 
- keep the price fixed at ு

כ : payoff = 1 െ ଶߤ  ߚ ଷܸ,ு
כ ሺߤଶሻ  

- change the price to 
ଶߤ = payoff :כ  ߬  ߚ ଷܸ,

כ ሺߤଶሻ  
Price inherited from period t = 1 is low ଵ ൌ 

 :כ
- keep the price fixed at 

ଶߤ= payoff :כ  ߚ ଷܸ,
כ ሺߤଶሻ  

- change the price to ு
כ : payoff = 1 െ ଶߤ  ߬  ߚ ଷܸ,ு

כ ሺߤଶሻ  
 

Period t = 1.  
Define the expected value of choosing high and low prices in period t = 1 as follows:  

ଶܸ,ு
כ ൌ min൛1 െ ଶߤ  ߚ ଷܸ,ு

כ ሺߤଶሻ, ଶߤ  ߬  ߚ ଷܸ,
כ ሺߤଶሻൟ ൌ ଶܸ,ு

כ ሺߤଵሻ,  

ଶܸ,
כ ൌ ܧ min൛ߤଶ  ߚ ଷܸ,

כ ሺߤଶሻ, 1 െ ଶߤ  ߬  ߚ ଷܸ,ு
כ ሺߤଶሻൟ ൌ ଶܸ,

כ ሺߤଵሻ.  
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Since the price at t = 0 is equal to  ൌ 0, only one case is considered  ൌ 
 :כ

- keep the price fixed at 
ଵߤ = payoff :כ  ߚ ଶܸ,

כ ሺߤଵሻ   
- change the price to ு

כ : payoff = 1 െ ଵߤ  ߬  ߚ ଶܸ,ு
כ ሺߤଵሻ  

 

The value functions are approximated on the grid with 100 equally spaced points. Parameterization of the model 
is discussed in Section 3.1. 

Suppose that firms can observe only private signals. The response of inflation for this scenario is 
represented by the thick solid line in Appendix Figure 1. The qualitative pattern of the response is simple: 
inflation increases sharply at the time of the shock and then gradually declines. This shape is determined by the 
fact that the change in the posterior probability of being in the high regime is concave in the prior and the 
strength of the received signal so that the change in beliefs is the greatest with the first signal. In other words, 
every additional signal brings less information than the preceding signal and therefore the response is strongest 
to the most informative piece of news, which arrives in the first period.  

Now consider an alternative scenario where firms can observe the price level in previous periods. Since 
firms are fully rational (i.e., fit the right model to interpret public signals) and there is a continuum of firms, the 
price level is fully revealing. Thus, in period t = 2, firms know the state of nominal demand with certainty. In 
this case, firms have two options in period t = 1: A) change the price now; B) wait another period, observe the 
price level at t = 1, infer the state of nominal demand and then change the price. Since every firm knows the 
state of nominal demand in period t = 2, there is no price adjustment in t = 3. The response of inflation is 
represented by the thick broken line in Appendix Figure 1. Note that in this scenario the peak response of 
inflation is delayed. Most firms choose to postpone price adjustment until full information is revealed precisely 
for the reasons described above, i.e., the possibility to observe actions of other firms creates incentives to engage 
in the “wait-and-see” game and to delay price adjustment to free ride on other firms. Note that a fraction of 
firms chooses to change their prices in the first period because they receive strong private signals (recall that 
signals are drawn from normal distribution so that signals have unbounded support).  

To show the sensitivity of the inflation response to information available in t = 2 or t = 3, it is 
convenient to work with private signals whose precision increases with time, that is, the standard deviation of 
the noise in the signals at t = 2 or t = 3  is a fraction of the standard deviation of the noise in the signal at t = 1. 
Denote the standard deviation of the noise in periods 1, 2 and 3 with ߪଵ, ,ଶߪ ଶߪ ଷ  and assume thatߪ ൌ Δߪଵ, ଷߪ ൌ
Δߪଵ 2 1 3 1,        with Δ א ሾ0,1ሿ. The two scenarios I describe above are the limiting cases. The scenario 

with only private signals corresponds to the case when Δ ൌ 1. The scenario with public signals corresponds to 
the case where Δ ൌ 0. The intermediate cases Δ א ሺ0,1ሻ correspond to the situation where public signals are 
contaminated with noise and thus public signals are informative but not fully revealing about the state of 
nominal demand. As one moves from Δ ൌ 1 to Δ ൌ 0, one can trace the incentive to delay price adjustment in 
period t = 1 due to the prospect of receiving better information in the future. Inflation response for selected 
values of Δ is presented in Appendix Figure 1. This comparative statics exercise shows that transition from 
Δ ൌ 1 to Δ ൌ 0 is monotonic for fractions of firms adjusting their prices in periods t = 1 and t = 2 but the change 
is nonlinear. 
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Appendix Figure 1. Inflation response in the three period model 

 

 

Note: This figure shows the response of inflation in the three period model with perfectly rational firms (see 
Appendix 2 for description). The solid thick line corresponds to the case where firms observe only private 
signals (Δ=1). The broken thick line corresponds to the case where firms observe public and private signals 
(Δ=0). The case intermediate cases (Δ=0.7, 0.5, 0.3) correspond to the cases where firms have signals with 
precision that increases over time (smaller values of Δ mean greater improvements in the precision of the 
signals). Parameterization is described in section 3.1. Solution method is described in Appendix 2.  
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